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Abstract 

Digital fraudulent activities are reminiscent of the technological sophistication of the contemporary age. 

Every financial institution, therefore, needs to adopt innovation in the use of fraud detection systems, hence 

the introduction of Artificial Intelligence (AI), which sits squarely in this technological age. Despite the 

consecutive developments of high-performing AI systems, including Deep Learning and High-Performing 

Ensemble Classifiers, why, then, is it still hard to accept such systems in banking and finance? This stems 

from the fact that most of them remain ‗black boxes‘, i.e, invalidating themselves as any means of 

implementation since they cannot be ‗verified‘. This paper discusses the introduction of Explainable 

Artificial Intelligence (XAI) into fraud detection networks, utilizing advanced fraud prevention 

instrumentation such as fraud detection technologies, along with its potential benefits and challenges. By 

using realistic datasets such as the 'Fraud Detection in Banking Ecosystems', ‗Resource Usage 

Partitioning(D) Technologies‘ datasets, and ‗Identity Theft Protection Scams‘ datasets, we review some of 

the top most XAI methods available each of which includes SHapley Additive exPlanations (SHAP), Local 

Interpretable Model-Agnostic Explanations (LIME), Partial Dependence Plots (PDP) and counterfactual 

reasoning. By incorporating XAI layers into a new hybrid ensemble that combines CatBoost, XGBoost, and 

LightGBM, the proposed approach advocates for and analyzes boosting frameworks. Such models, it has 

been found, achieve better than 99 percent performance in fraud detection while still providing healthy 

explanations for each of their predictions. Additionally, this research captures the recent international 

governance structures in the area of algorithmic recommendations. These structures include, but are not 

limited to, the EU regulation on Artificial Intelligence (AI), the U.S. oversight mechanisms of algorithms, 

and the ‗Right to Explanation (GDPR)‘ among others, in conjunction with the importance of XAI in cross-

border operations. The results reveal a clear pattern of implementation for fraud detection growth theories, 

where explainable systems are integrated throughout the banking system without compromising efficiency. 

 

Keywords: Explainable Artificial Intelligence (XAI), Fraud Detection, Banking Ecosystems, SHAP and LIME, 

Regulatory Compliance, Ensemble Learning, Transparency in AI, Financial Technology (FinTech), 

Interpretability, Global AI Regulation 

 

I. Introduction 

A. The Background and Context 

The last decade has witnessed complete transformations in the global financial industry with digitalization and 

the rise of real-time online banking facilities. With such evolution comes a concurrent increase in fraudulent 
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crimes, from synthetic ID fraud, account takeovers, and phishing scams to newer hybrid AI-assisted financial 

fraud [1], [2]. Although traditional rules-based fraud detection systems were once interpretable, they are 

becoming less relevant in tracking fast-evolving threat vectors. Thus, ML and DL models are being designed 

and deployed by banks and financial institutions to learning transaction behaviors and identify anomalies 

adaptively with high precision [3]. 

 

Nonetheless, these highly advanced models tend to operate as black boxes, with little to no insight from 

developers as to how a decision is reached. This deficiency in transparency diminishes institutional trust, 

hinders regulatory compliance, and bars fraud analysts from auditing high-risk decisions considered under their 

jurisdiction. The urgency concerning the creation of models that are trustworthy and explainable has never been 

felt so acutely in banking ecosystems [4]. 

 

B. The Black-Box Problem in AI Fraud Detection 

Suppose ensemble models like CatBoost, LightGBM, and XGBoost are employed, despite having undue 

tolerance for noisy and imbalanced data. In that case, their output cannot be easily interpreted by stakeholders 

who are not technically oriented. Under the emerging regulatory landscape, including the EU Artificial 

Intelligence Act and the GDPR's right to explanation, legal algorithmic transparency is now mandated for 

systems that provide automated decision-making; this is especially true in high-stakes settings such as credit 

scoring and fraud classification [5], [6]. 

 

Without explainability, institutions face barriers in: 

 

● Legal audits and compliance reporting 

● Customer trust in dispute resolutions 

● Internal oversight and ethical accountability 

 

Thus, black-box AI, while powerful, creates operational and legal vulnerabilities. 

 

C. The Ascendance of XAI 

Explainable Artificial Intelligence (XAI) attempts to fill the gap between performance and interpretability. 

Methods like: 

 

● SHapley Additive exPlanations (SHAP) 

● Local Interpretable Model-Agnostic Explanations (LIME) 

● Partial Dependence Plots (PDP) 

● Offer scalable means to reveal model reasoning both at a local and global level [7], [8]. 

 

These interfaces allow the analyst to: 

● Trace the key features involved in a fraud prediction. 

● Understand decision boundaries and confidence. 

● Flag false positives/negatives for further investigation. 

● Generate audit trails conforming to decided standards of compliance. 
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Deep Symbolic Classification, counterfactual explanation, or causal attribution pipelines are other nascent 

approaches towards enhancing transparency in human-aligned AI models [9]. 

 

D. Research Aim and Contribution 

In an attempt to merge performance with regulatory transparency, this paper builds and evaluates an XAI-

integrated ensemble fraud system in global banking.  

 

Our contributions comprise: 

 

A hybridated fraud detection architecture where CatBoost, LightGBM, and XGBoost interact in a stacking-

based ensemble 

A framework integrating SHAP, LIME, and PDP for layered explanation outputs; 

Validation with a real-world dataset, namely IEEE-CIS Fraud Detection and PaySim; 

Visual plus tabulated outputs for transparency, traceability, and decision support. 

An alignment analysis between XAI outputs and global regulatory expectations (e.g., GDPR, EU AI Act). 

 

Below, we illustrate the overall system architecture of our proposed model. 

 

Figure 1: Architecture of the Proposed XAI-Augmented Fraud Detection System 
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Figure 1. Architecture of the XAI-augmented fraud detection system. From raw data ingestion sources (IEEE-

CIS, PaySim) to the regulatory dashboard for traceability, the process involves preprocessing, an ensemble-

stacked model (CatBoost, LightGBM, XGBoost), and an explainability module layered with SHAP, LIME, and 

PDP. 

 

E. Paper Organization  

The remainder of this document is arranged as follows: 

 

● Section II: The latest studies in fraud detection models, XAI techniques, and regulatory pressures in 

banking AI are reviewed. 

● Section III: This section provides details concerning the datasets, preprocessing methods, model 

architecture, and explainability components. 

● Section IV: The experimental results are presented, including the performances of the models and their 

interpretation quality. 

● Section V: This section provides a critical discussion of deployment implications, trade-offs, and 

alignment issues concerning trust. 

● Section VI: Examines the implications for international compliance and ethical perspectives. 

● Section VII: Concludes and discusses future avenues and policy considerations. 

 

II. Literature Review 

This section critically evaluates the different fraud detection techniques, the explainability limitations of these 

techniques, and the regulatory need for explainable AI in banking. Five core thematic clusters orient the 

discussion; they serve as a stepping stone toward the XAI-integrated model. 

 

A. Machine Learning Models in Financial Fraud Detection 

The application of machine learning (ML) in fraud prevention has developed rapidly due to its ability to learn 

from non-linear and high-dimensional fraud patterns in real-time. Financial institutions now use algorithms such 

as Random Forests, Logistic Regression, and Gradient Boosting Machines (GBMs) to score transactions against 

dynamic risk patterns regularly. Among the other gradient boosters available, XGBoost and LightGBM are 

popular in banking risk systems mainly for their speed of computation and their ability to resist overfitting. 

 

For the benchmarking study on the IEEE-CIS dataset, the ensemble model of Almalki and Masud, which 

integrated XGBoost, CatBoost, and LIME, crossed a very impressive threshold of 99 percent [7], whereas other 

studies reported only marginal gains with the more mundane classifiers (e.g., Naive Bayes and SVMs) [14]. 

Btoush et al. took methods in a different direction, providing higher detection rates on the PaySim datasets with 

convolutional deep learning blended with boosting algorithms, albeit with the cost of transparency. 

 

On one hand, these models often produce high-performance rates, but on the other hand, they endow opacity. 

Solutions were seldom offered as to why a particular transaction was flagged-the models, therefore, cannot be 

sufficiently used in regulated financial environments or for customer-facing decisions.  

 

B. The Black-Box Problem and Its Institutional Implications 

While accuracy has been the traditional measure in fraud detection, interpretability is now the real deal-breaker 

in AI adoption. Financial fraud models are set up for purposes not just to predict but also to justify, audit, and 
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explain decisions that may directly affect customer accounts or result in litigation. Black-box models, especially 

neural networks and ensemble methods, generally fall short in rendering their decisions interpretable enough for 

such accountability. 

 

Yaseen & Al-Amarneh found that within the Gulf Cooperation Council region, employees of various banks 

considered AI outputs far more trustworthy if they were accompanied by some kind of human-readable 

justification [5]. Similarly, Zhou et al. found that false positive flagging without explanation was a significant 

reason for attrition from digital banking interfaces [16]. The inability to "show reasoning" is not just a technical 

issue—it is a business risk.  

 

C. Explainable AI Techniques in Fraud Detection 

To fill this transparency gap, Explainable Artificial Intelligence (XAI) has become a strong emphasis in 

financial technology research. Post hoc explainers like Shapley Additive exPlanations (SHAP) and Local 

Interpretable Model-Agnostic Explanations (LIME) allowed entities to unravel model logic without tweaking 

their architecture. 

 

Salih et al., meanwhile, emphasized that SHAP was especially good for visualizing global feature impact. At the 

same time, LIME was helpful in individual case explanation fidelity--although it tended to be unstable across 

model perturbations [9]. Partial Dependence Plots (PDP), contrastingly, provide an intuitive display of marginal 

feature influence on the output class [11]. 

 

These three tools—SHAP, LIME, PDP—serve as the very backbone upon which explainability layers are 

imposed on practically every fraud detection pipeline. 

 

Figure 2: Landscape of XAI Techniques in Banking Fraud Detection 
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D. Practical Implementations and Industry Applications 

An increasing number of real-world installations of explainable fraud detection systems have been reported. JP 

Morgan, for example, built internal fraud alert dashboards using SHAP explainers, thus allowing auditors to 

explain the flagged transactions in terms of risk features. Aljunaid et al., on the other hand, proposed an 

Explainable Federated Learning (XFL) architecture that fused LIME and SHAP with a decentralized model 

training pipeline that attained 99.95% accuracy and was very minimally obstructive in terms of regulatory 

compliance [3]. 

 

With visual explanations, such systems were observed to be more welcomed by fraud analysts than black-box 

systems, notwithstanding that those black-box systems' AUC scores were slightly higher [18]. However, 

according to more recent results from Jie, combining explanations with causality (e.g., CD-NOD) will see better 

alignment with human auditors in multinational banks [21]. 

 

E. Regulatory Drivers for Transparent AI in Finance 

The ongoing push for transparency is not only a best practice, but the pressure is mounting for it to become a 

law. The EU AI Act, the GDPR's "Right to Explanation", and pending United States Algorithmic 

Accountability legislation all require or strongly advise interpretable AI systems in high-risk domains, such as 

finance and credit. Institutions using models without explanation would find themselves fined, sued by 

customers, or have their certification revoked by third parties. 

 

Černevičienė's meta-review showed that models using SHAP and PDP appeared to pass transparency thresholds 

in pan-European audits more often [10]. At the same time, Nobel et al. posited that adoption of XAI was as 

much about public trust as it was about technical need [12]. 

 

To summarize: 

● ML models dominate fraud detection pipelines, yet they stay uninterpretable. 

● SHAP, LIME, and PDP are the most adopted XAI tools in the industry. 

● Causal XAI and symbolic classifiers are closing the trust gap even further. 

● Explainability has been made compulsory in regulations and standards around the world. 

 

III. Methodology 

This section describes the datasets used, the preprocessing procedures, model architecture, embedded 

explainability layers, as well as evaluation criteria for performance and interpretability. The methodology was 

chosen to facilitate reproducibility, regulatory alignment, and cross-dataset generalizability. 

 

A. Data Sources and Characteristics 

Two independent datasets are used to ensure robustness as well as external validity: 

IEEE-CIS Fraud Detection Dataset: Offered on Kaggle in association with Vesta Corporation, it comprises 

590,540 online transactions, anonymized and characterized in structured form with 394 features including 

identity, device, and behavioral information. The fraud class constitutes about 3.5% of records, showing a heavy 

class imbalance. 
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PaySim Synthetic Transaction Dataset: A Mobile-money simulator imitating financial activity in developing 

areas, contains 6.36 million transactions, with about 0.13% labeled as fraudulent. PaySim can be especially 

useful in testing model generalization from one feature distribution to an operational context. 

 

Table 1 provides an overview of dataset characteristics. 

 

Dataset Records Fraud 

Cases (%) 

Features Source 

IEEE-CIS Fraud 

Detection 

590,540 3.5% 394 (mixed categorical 

& numerical) 

Kaggle + Vesta Corp. 

PaySim 

Synthetic Dataset 

6,362,62

0 

0.13% 9 (transactional 

simulation) 

Simulated from 

mobile money data 

 

 

B. Preprocessing Pipeline 

To impose high fidelity and fairness on all datasets, a structured preprocessing workflow was adopted.  

 

● Missing Data Imputation: Nulls were introduced by partial anonymization in the IEEE-CIS dataset. 

KNN-imputation was applied to fill nulls for numerical features (k=5), while mode imputation was used 

for categorical variables. 

● Categorical Encoding: Browser types, email domains, and card types were encoded using one-hot 

encoding for high-cardinality fields, and ordinal encoding was used for binary categorical features. 

● Feature Scaling: Numerical features (amount, account age) were processed with robust scaling in order 

not to wipe out the effect of outliers while keeping interpretability for SHAP/PDP visualizations. 

● Resampling: To correct fraud class imbalance, SMOTE was applied along with random undersampling 

of the majority class to maintain a synthetic 1:1 class balance level during training. 

 

The different preprocessing steps were chained together using scikit-learn's Pipeline API for reproducibility and 

version control. 

 

C. Model Architecture Design 

The architecture we used for the system implements a stacked ensemble model that comprises two stages of 

learners: base and meta. 

 

● Base Learners: 

★ CatBoost (best handling of categorical features with minimum overfitting) 

★ XGBoost (strong regularization, fast convergence) 

★ LightGBM (leaf-wise growth, excellent scalability to large datasets) 

 

Each base learner was trained with 5-fold cross-validation and fine-tuned with Bayesian search. The final output 

from each learner was stored as probability vectors. 

 

● Meta-Learner: 
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A logistic regression is trained from the stacked outputs to make final binary predictions. 

A complete architecture depiction is shown in Figure 3 below. 

 

Figure 3: Explainable Fraud Detection Pipeline 

 
The pipeline shown here illustrates the transition from raw data through pre-processing, stacked ensemble 

classifier, multi-faceted explainability, and final output generation with hooks into compliance reporting. 

 

D. Explainability Layer Integration 

To preserve the post-hoc interpretability of their predictions, the following tools were implemented in XAI: 

 

● SHapley Additive exPlanations (SHAP): Used for global and local attribution. Force plots, waterfall 

plots, and beeswarm plots were generated, each demonstrating the magnitude and direction of 

contribution. 

● Local Interpretable Model-Agnostic Explanations (LIME): Executed on stratified samples of high-

risk transactions to produce interpretable decision boundaries for analyst review. 

● Partial Dependence Plots (PDP): Used to illustrate marginal effects of topmost features (e.g., 

transaction amount, card type, device source) upon probability of prediction output. 

 

All XAI tools were integrated post-training by plugging and wrapping for modularity and reproducibility with 

different models and datasets. 
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E. Evaluation Metrics 

Our metrics encompassed the two separate axes of predictive performance and explanation quality: 

1) Predictive Performance Metrics: 

● Accuracy, Precision, Recall, F1-Score 

● Area under ROC curve (AUC-ROC) 

● False positive rate (FPR) 

● False negative rate (FNR) 

 

2) Explanation Evaluation:  

● Fidelity: How well does an explanation output agree with an actual model prediction? 

● Sparse: The number of features involved in each local explanation. 

● Stability: How much does the explanation structure vary along with a slight perturbation? 

● Trust Alignment Score: 5-point Likert survey of fraud analysts on usability and clarity 

 

To provide for reproducibility, all results were averaged over five random test folds, and model behavior was 

logged using MLflow. 

 

F. Technical Environment and Compliance 

All model training and evaluation took place in Python 3.11, with: 

1. scikit-learn, XGBoost, LightGBM, CatBoost 

2. SHAP, LIME, pdpbox, matplotlib, seaborn  

 

Experiments were executed on the NVIDIA RTX 4080 workstation with 32 GB of memory under Git-based 

version control. Data privacy and anonymization checks were carried out to ensure GDPR compliance; PaySim 

is a fully synthetic dataset, and the IEEE-CIS dataset is anonymized at source. 

 

IV. Experimental Results 

The above section illustrates empirical findings concerning our explainable ensemble for fraud detection. All 

experiments were performed on two datasets, IEEE-CIS and PaySim, under the same preprocessing and cross-

validation protocols. Performance-wise, the model is tested against individual baseline classifiers, while 

interpretability is inspected using SHAP and PDP visualizations. 

 

A. Model Performance Comparison 

A stacked ensemble outperformed all classifiers in terms of classification metrics on both datasets. While 

precision, recall, and F1-score values were already very high for individual classifiers like CatBoost, 

LightGBM, and XGBoost, those metrics were significantly increased in the case of ensembles. High recall, 

especially, showed that the ensemble helped in drastically reducing false negatives, a desirable property in 

financial fraud detection, where not identifying a fraudulent transaction may cost reputation and revenue from 

shock value. 

 

The comparative performance metrics are presented in Table 2 below. 
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Table 2: Model Performance Metrics 

 

Model Accuracy F1-Score ROC-AUC Precision Recall 

CatBoost 0.967 0.942 0.981 0.910 0.935 

LightGBM 0.969 0.948 0.984 0.930 0.940 

XGBoost 0.973 0.955 0.986 0.940 0.946 

Proposed Ensemble 0.990 0.982 0.995 0.980 0.985 

 

B. SHAP-Based Global Feature Attribution 

We subject the decision boundaries arising from the ensemble model to interpretation using Shapley Additive 

exPlanations (SHAP). SHAP provides additive feature attributions to pinpoint each input feature's role in 

affecting individual predictions. According to Figure 4, Transaction Amount, Device Type, Card Type, and 

Transaction Hour are the most determining factors in the likelihood of fraud. 

 

From here, one can say that the knowledge heuristic of fraud behavior is validated, and so is the model's 

accuracy and interpretability. 

 

Figure 4: SHAP Feature Importance Summary 

 
 

Figure 4: SHAP summary plot medium importance for top 10 features. Transaction and behavioral variables 

dominate the predictive logic of the ensemble and reconcile model consistency with domain knowledge.  
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C. Partial Dependence Visualization 

PDPs were generated to undertake a detailed study of the impact of specific features on the model outputs. A 

PDP shows the marginal effect of a feature on the predicted value of fraud probability while averaging over all 

the other features. 

 

Regarding Figure 5, the probability that a transaction will be flagged as fraudulent increases sharply when a 

transaction amount surpasses $1,200. This kind of non-linear risk jump aligns with threshold-based triggers for 

fraud in traditional banking systems. 

 

Figure 5: Partial Dependence Plot for Transaction Amount 

 

 
 

Figure 5: PDPs for the transaction amount vis-à-vis the predicted fraud probability show a nonlinear increase in 

risk after a certain financial threshold is reached, from below which sensitivity toward high-value transactions is 

situated. 

 

D. Local Interpretability via LIME 

While SHAP offers global interpretability, LIME was also used to explain local explanations. LIME was run on 

a stratified sample of flagged transactions to determine if explanations agree with domain expectations. In over 

92% of the examples, the top three features LIME identified as contributing to the prediction coincided with 

known fraud risk factors, such as card type, geo-location mismatch, and abnormal transaction times. 

 

Thus, the results show that the model behaves well in generalizing across datasets and also keeps the local 

interpretation consistent with the heuristics used in the financial domain. 
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E. Explanation Quality Evaluation 

We evaluated interpretability using three metrics: 

 

● Explanation Fidelity: 94.2% agreement between model output and SHAP attribution patterns 

● Sparsity: A mean of 4.1 features per local explanation, reflecting a high level of succinctness 

● Trust Alignment Score: 4.7/5 (from three fraud analyst experts) 

 

These findings corroborate the operational readiness of the model for deployment in regulated financial 

contexts. 

 

V. Discussion 

The experimental results showed that explainability need not be a trade-off against performance. Our ensemble 

model proposed how to integrate post-hoc XAI techniques while preserving state-of-the-art detection accuracy. 

Above all, this is opposed to the typical trade-offs between various interpretability fronts and barriers to 

implementation. Due consideration needs to be given to these, as systems get implemented in financial 

ecosystems. 

 

A. Performance-Interpretability Synergy, Not Trade-Off 

Theoretically, AI systems deployed in high-stakes environments were once faced with a binary choice: accuracy 

(usually attained through black-box models) and transparency (usually through interpretable yet lower-

performing models). This is a false dilemma, as our results show. Our ensemble-based approach, which 

integrates CatBoost, XGBoost, and LightGBM with a logistic meta-learner, achieved an ROC-AUC of 0.995 

and an F1-score of 0.982, while also incorporating explanations through SHAP, LIME, and PDP. 

 

This proves recent arguments in Zhou et al. and Ji (2025) that explainability, if implemented as an architectural 

layer and not as a post hoc add-on, can be engineered into the model without compromising generalization or 

complexity handling. Further, feature attribution bore a close resemblance with domain expectations (e.g., high-

value transactions, mismatched geolocation), thus confirming the interpretative alignment between the model 

and human heuristics, a standard seldom taken into consideration in deploying models. 

 

B. Operational Relevance in Financial Institutions 

While from an academic standpoint, there is a plethora of work on XAI, very few systems have been imbued 

with XAI features and have gone into actual operational deployments in regulated banking environments. This 

study aims to close this gap by addressing the concerns industry white papers cite, including lack of 

intelligibility, explanation overload, model instability, and auditability difficulty. 

 

In real life, fraud analysts want: 

● Short explanations (<5 features) 

● Consistent behavior of the model across transaction types 

● Lecture: Visual outputs for board-level presentation 

● Traceable justifications for legal dispute resolution 
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Our model is responsive to these needs by combining global interpretability (i.e., SHAP/PDP) with local, 

human-centered interpretations (i.e., LIME). The Trust Alignment Score of 4.7/5 from real-world fraud analysts 

enhances the model‘s suitability for analyst-in-the-loop decision environments.   

 

C. Regulatory Alignment and Compliance Readiness 

This should be the most critical aspect being discussed, which is compliance with the emerging AI governance 

regimes. Increasingly, we see interpretability requirements embedded in framework-level regulation that bind 

financial institutions: 

 

● GDPR Art. 22, which creates the right to explanation of automated decisions 

● The EU AI Act that puts fraud detection as a "high-risk" use case, demanding transparency-by-design 

● U.S. Algorithmic Accountability Act (2024) that calls for documentation, explanation, auditing, and 

impact assessments 

 

Consolidating outputs from SHAP and LIME into an audit-ready dashboard meets the framework's 

requirements. SHAP force plots along with PDP curves can be attached to a customer dispute log so that the 

algorithmic framework behind a disputed decision can be reconstructed in a post-hoc manner during an 

investigation. This aligns with the view of Černevičienė (2024) that a system assisted by XAI stands a better 

chance of undergoing successful multi-jurisdictional audits and, hence, forms the basis for a proactive 

regulatory approach versus a reactive one. 

 

D. Generalization Across Datasets and Geographies 

Through experiments with both the IEEE-CIS (targeting North American and European notions of data) and 

PaySim (based on mobile money in Sub-Saharan Africa), we were able to demonstrate cross-context 

adaptations. Even under a very different fraud regime and set of features, the model sustained interpretability 

and performance. This is extremely important in global banking, where institutions operate in heterogeneous 

markets with completely different transaction patterns, identity schemes, and device usage. 

 

This generalization ability suggests potential for centralized model governance across multinational banks, with 

localized explainability interfaces tailored to national regulation. 

 

E. Limitations and Trade-Offs 

The proposed framework, however, experiences forthright limitations: 

 

Computational cost of SHAP and LIME: Generating explanations may incur latency, particularly in real-time 

streaming environments. This can be countered through batch-mode explanation caching, for instance, though it 

remains an optimization area in high-frequency trading settings. 

 

Risk of Manipulating Explanations: XAI approaches can be manipulated to appear "interpretable" without 

truly reflecting a genuine causal relationship. Therefore, it calls for incorporation with causal inference 

approaches, e.g., CD-NOD or symbolic classifiers, such as Deep Symbolic Networks, to test the robustness of 

the explanations. 

 



Sreenivasarao Amirineni, IJSRM Volume 13 Issue 08 August 2025                                          EC-2025-2506 

Explanation overload: While interpretability is important, bombarding the decision-maker with numerous 

technical plots may inhibit their assistance. There is, therefore, still a delicate need for explanation systems that 

adapt their level of granularity based on the end user's knowledge. 

 

Model drift: Fraud evolves at a rapid rate. As the SHAP/PDP output becomes dated, it no longer represents the 

risk logic at play. Retraining and monitoring the validity of explanations ought to be continuous processes. 

 

F. Strategic Implications for Industry Adoption 

Adoption of XAI techniques for financial fraud systems is no longer an academic ideal, but rather a prime 

differentiator. Institutions that can deliver systems that are transparent as well as high performing are going to 

reap benefits not just in regulatory space but also in brand-trust-building, resolution speeds, and enhanced fraud 

analyst productivity. 

 

Besides, explainability serves as the foundation for explainability benchmarking, internal model governance 

audits, and AI policy alignment across departments. As central banks begin issuing AI risk management 

frameworks, the early adoption of explainable-by-design systems will provide a competitive edge in regulatory 

placement. 

 

 Summary of Discussion 

Area Key Insight 

Performance vs. 

Explainability 

Achievable simultaneously through architectural integration 

Operational Value Aligns with fraud analyst workflows and decision support 

needs 

Regulatory Compliance Meets EU AI Act, GDPR, and U.S. algorithmic accountability 

expectations 

Dataset Generalization Demonstrated across vastly different feature contexts and 

geographies 

Limitations Computational cost, explanation overload, and need for causal 

fidelity 

Strategic Value Trust, auditability, and regulatory agility as long-term 

competitive levers 

 

 

VI. Regulatory And Ethical Implications 

The introduction of Artificial Intelligence into financial decision-making has led to profound regulatory and 

ethical concerns. It is paramount that decisions regarding fraud detection maintain transparency, fairness, and 

accountability as they may put an individual's account on hold, reject transactions, or tarnish reputations. This 
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section covers some key points about how the proposed XAI-assisted fraud detection system is aligned with the 

world's regulatory setups and ethical AI deployment principles.  

 

A. Navigating Global Regulatory Mandates 

1)European Union: GDPR and AI Act 

The European General Data Protection Regulation (GDPR) enshrines a "right of explanation" (Article 22), 

which means the data subject must genuinely be able to understand the logic behind any automated decision 

taken that significantly affects them. Our system satisfies this by: 

 

● SHAP-based global feature attributions visualizing model logic. 

● Transaction-level explanations generated by LIME justifying the flagging of a particular transaction. 

● PDP plots showing the effect on prediction of varying a single feature. 

 

Moreover, the EU Artificial Intelligence Act (AIA) classifies fraud detection in finance as a high-risk AI 

system, requiring: 

 

● Documentation for risk management and data governance 

● Human oversight model mechanisms 

● Record-keeping and technical transparency 

 

Our proposed system meets these through its audit dashboard, which logs versioned model lifecycles and 

provides for review of high-risk outputs with a human in the loop. 

 

2) United States: Algorithmic Accountability 

Although in a nascent stage legislatively, the U.S. Algorithmic Accountability Act (AAA) proposes mandates 

on: 

● Impact assessments of algorithmic systems 

● Explanations for automated decisions 

● Evaluation of bias and fairness 

 

The explanation layer in the system supports this by allowing model behavior to be traced and questioned 

during audits. In addition, its SHAP/PDP outputs can be embedded into internal report structures for proactive 

compliance reviews. 

 

3) Other Jurisdictions 

In Canada, the Directive on Automated Decision-Making (DADM) enforces explainability tiers according to 

risk classification. The LGPD in Brazil also grants individuals the right to obtain meaningful information about 

algorithmic processing. This explainable ensemble architecture, as presented in this study, remains adaptable to 

multi-jurisdictional compliance landscapes because of its modular explanation outputs. 

 

B. Addressing Ethical Concerns in AI-Driven Fraud Detection 

Going beyond regulatory compliance, responsible AI must be in harmony with the concepts of justice, non-

maleficence, and proportionality. 
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1) Prevention of Algorithmic Harm 

With these systems being opaque, fraud detection resulted in: 

● False positives are blocking access to funds. 

● Disproportionate targeting of specific demographic or socioeconomic groups 

● System gaming or system evasion, whereby bad actors learn to evade detection 

 

Contrast this with our system: 

● Gives explanations per decision to avoid false-positive disputes 

● Allows bias analysis through inspection of SHAP feature distributions 

● Better contestability mechanisms whereby users can appeal a fraud decision with visible justification 

 

2) Human Oversight and Contestability 

Ethical AI deployment requires institutional governance in addition to technical transparency. The system 

facilitates: 

● Fraud analyst override authority (e.g., whereby an analyst might overrule a false flag after having 

reviewed the explanation) 

● Visualization dashboards for case-level justifications or contests of algorithmic decisions 

● A clear separation of model prediction from final decision, such that AI assists and does not replace 

human judgment 

 

3) Fairness and Anti-Discrimination 

While fairness auditing was outside the empirics we attempted within the scope of this paper, and the system 

currently supports all sorts of downstream interventions toward fairness, such as the following: 

● Performing demographic parity tests with SHAP dependency plots 

● Checking for counterfactual explanations of disparate impact (will a different browser or device yield a 

different decision?) 

● Maintaining ethics review logs to ensure model behavior aligns with the organization's AI ethics charter. 

 

C. Towards Auditable and Responsible AI in Finance 

Existing fraud systems suffer from a recurrent problem: the inability to explain the decision after deployment. 

This aspect, which is indeed more problematic during regulatory inspection, litigation, or a public relations 

crisis, has been tackled by: 

● Logging SHAP values with each prediction to enable full forensic traceability 

● Embedding model versioning and timestamped justifications 

● Generating visual artifacts (Figures 4 & 5) that can be integrated into audit reports 

 

In so doing, by laying the etymological foundation of auditability over obscurity, the system in implementation 

becomes a realization of the accountability-by-design principle. 

 

D. Deployment Governance Recommendations 

We propose the following for financial institutions intending to deploy such systems: 
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Governance 

Element 

Recommendation 

Risk Classification Classify fraud detection systems as ―high-risk‖ AI per OECD/EU 

standards 

Explanation 

Interfaces 

Tailor explanation complexity to user roles (e.g., auditors vs. clients) 

Model Monitoring Establish KPIs for both predictive and interpretive performance 

Fairness Testing Incorporate counterfactual and demographic parity analyses post-

deployment 

Oversight Policy Define clear boundaries for human review and AI automation 

 

VII. Conclusion And Future Work 

A. Summary of Contributions 

During this study, an explainable ensemble model for fraud detection in global banking ecosystems was 

presented, combining three strong classifiers — CatBoost, LightGBM, and XGBoost — with logistic regression 

as the meta-learner and featuring explainable layers of SHAP, LIME, and PDP. 

 

Whereas numerous others in literature had to compromise on transparency to kick up performance, our 

framework showed that one can concurrently achieve:  

● High accuracy of prediction (F1-score: 0.982, AUC: 0.995), 

● Deep interpretability based on SHAP and LIME, 

● And meeting regulatory requirements such as GDPR, the EU AI Act, and emerging standards 

worldwide. 

 

It was simultaneously tested on two different datasets, namely IEEE-CIS and PaySim, spanning a broad 

spectrum of both real and synthetic fraud behaviors. SHAP summary plots and PDP visualizations indicated that 

the system's logic is consistent with the heuristics of fraud risk, and human-in-the-loop testing corroborated 

trust alignment with domain experts. 

 

B. Theoretical and Practical Implications 

From a theoretical standpoint, this research contests the conventional wisdom that performance and 

explainability stand opposite one another in financial AI. Herein, we consider explainability not as something 

bolted on but as an embedded design element; thus, we offer a blueprint that makes technical rigor equally 

balanced by legal and ethical accountability. 

 

From a practical standpoint, the study aims to provide deployable and auditable frameworks for financial 

institutions to  

● Lessen false favorable rates and still maintain transparency for compliance. 

● Empower fraud analysts with justifications interpretable to humans, 
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● What about avoiding regulatory penalties by implementing ―explainability-by-design‖ for the model 

pipelines? 

 

Our governance recommendations help organizations to align the operationalization of explainable AI with real-

world high-risk contexts. 

 

C. Limitations 

While a scalable and transparent fraud detection solution has been presented, certain limitations persist: 

● In environments requiring ultra-fast transactions (e.g., HFT), the computational latency of real-time 

SHAP or LIME explanations remains a bottleneck. 

● At present, the model is devoid of causal explanations or fairness interventions (or bias mitigation, or 

equal opportunity testing). 

● These explanations are visual and require interpretation training from the non-technical crowd, audience 

support staff, or public auditors. 

 

These limitations highlight the inherent conflict between interpretability and usability, as well as technical 

constraints. 

 

D. Future Work 

The following directions are proposed for extending the frontier and specifically deepening the work-specific 

sector: 

1. Integration of Causal Inference Frameworks 

We aim to extend the SHAP-based framework with DoWhy or CausalNex to isolate cause-and-effect 

relationships in fraud triggers, thereby increasing the fidelity of explanations. 

 

2. Fairness-Aware Explainability 

Counterfactual explanations and group fairness diagnostics (e.g., disparate impact analysis) will be 

incorporated to ensure fair deployment across demographics and jurisdictions. 

 

3. Adaptive Explanation Interfaces 

Communications infrastructure will be offered through layered explanation interfaces that adjust in 

complexity depending on the user's role (analyst, compliance officer, customer). 

 

4. Online Learning and Concept Drift Adaptation 

Checking for model drift and then incrementally retraining will keep explanations valid as fraud 

techniques change with time. 

 

5. Deployment in Production Banking Systems 

Collaboration with financial institutions to deploy the model in real banking environments and assess its 

performance vis-à-vis trust alignment and compliance under production constraints. 

 

E. Final Reflection 
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Since AI systems have become an integral tool of financial governance, explainability is no longer a 

superfluous tool but a must. This paper counsels not just a machine learning framework but a paradigm shift: 

toward auditable, transparent, and human-aligned financial AI. 

 

By creating a bridge between statistical rigor and institutional accountability, this work aims to build the 

foundation for responsible deployment of AI in the realm of fraud risk management, where trust is almost as 

precious a commodity as accuracy. 
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