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Abstract  

The study on the Impact of Investment Climate on Industrial growth in the Central African sub-region 

(CEMAC) is centered on investigating into how macroeconomic stability, rule of law, political stability, 

legal and tax framework, infrastructure, and access to financial services will impact on industrial growth in 

the CEMAC region. It used data from World Development Indicators and World Governance Indicators 

database of the World Bank for 2002 to 2017 for all 6 countries of the sub region. Using the system-

generalized method of moments (System-GMM) model and the fixed effects generalized least squares 

estimation techniques, our results on the average revealed that investment climate positively though not 

significantly, impact on the industrial growth in the sub region during the study period. However, up to 

about 45.5 per cent of the variables used for investment climate showed a negative impact on the industrial 

growth of the sub region. We therefore recommend that bureaucracy, government effectiveness, the type of 

government expenditure undertaken, trade openness and value accountability be revisited and appropriate 

measures taken to permit for important improvements in industrial growth in the sub region.  

 

Keywords: Private Domestic Investment, Investment Climate, Infrastructure, Trade Openness, Growth, 

Cameroon.  

1. Introduction 

The Central African Economic and Monetary Union (CEMAC) sub region is made up of six member states 

– Cameroon, Chad, Central African Republic, Gabon, Equatorial Guinea, and the Republic of Congo. It 

covers a total surface area of 3.02 million km
 
representing 2 per cent of total world surface; and a population 

of 54.03 million representing 0.71 per cent of world population.
 
 This union is responsible for the 

convergence of member states and each was supposed to benefit from the free circulation of people whereby 

no visa requirements were to be needed since May 2015. Member states use a common currency - the franc 

CFA which is exchanged at 0.0015 €, and the sub region has a total gross domestic product of 82 752 

million USD. Some of the countries are landlocked including Chad and Central African Republic, while the 

sub region as a whole is characterized with a poorly developed financial system which has contributed to bar 

foreign direct investment inflow to the sub region. According to the “Ease of Doing Business” rankings of 

178 countries in 2008, only one of the member states (Gabon) features among the first 150 of the 178 

countries considered. Event thereafter like in 2016 and 2017 rankings, the situation did not change 

remarkably as can be seen on the table 1 below. A close observation show that all six countries of this sub 

region cluster in the last (poorly ranked) 20 per cent of the classification. 
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Table 1: Rankings of CEMAC countries on the ease of doing business in three years (2008, 2016 and 

2017) 

S/N Economy 2008 Ranking 2016 Ranking 2017 Ranking 

1 Gabon 144 169 168 

2 Cameroon 154 167 166 

3 Equatorial Guinea 165 178 177 

4 Chad 173 182 181 

5 Congo Republic  175 180 179 

6 Central African Republic 177 184 183 

X Total No. of Countries 178 190 190 

Source: Adapted from “Doing Business” 2008/2016/2017 

The economies of CEMAC member states like most Sub-Saharan African economies experienced 

difficulties in the 1980s, which was explained by the falling demand for their production (being mainly 

primary products), falling world prices for agricultural commodities and deteriorating terms of trade. In 

some of the countries like Cameroon, the crisis was preceded by a dynamic pre-1980s era, which was 

characterised by a considerably high commodity prices, a significant foreign exchange reserves and a 

growing public sector activities. These and other factors contributed to a better investment climate, and thus, 

opened up opportunities for employment and general advancement. Foreign investment responded 

favourably to this. The crisis that particularly affected Cameroon and the other CEMAC member states was 

characterised by four major components including: 

- An escalating balance of payments problem, which led to mounting foreign debts, an accelerating 

inflation rate and the loss of steam for economic development activities. 

- Secondly, there was declining export prices and subsequently, falling domestic production of export 

commodities. 

- Thirdly, the economy stagnated and was accompanied by poverty and a general decline in living 

standards. 

- Finally, there was a severe crisis of confidence in government and a declining institutional ability to 

meet the economic and social aspirations of the people.  

By the mid-1980s, the crisis had deepened and attracted the attention of the international community, which 

through the Breton - Wood institutions (World Bank and the International Monetary Fund) proposed a series 

of stringent measures to some of the economies such as Cameroon including the Structural Adjustment 

Program (SAP). However, the low rate and/or stagnant levels of investment, especially foreign diirect 

investments (FDI) and general growth and development in the majority of African countries in particular 

and developing economies as a whole is widely believed to be more of an important policy problem 

concerning more of subjective variables. Therefore, current emphasis and attention are more on the business 

environment (most of which are subjective variables) than is on the objective variables. 

A careful study of the behaviors of a body of investors reveals that they (whether local or foreign) seek to 

avoid three fundamental obstacles – cost, delays in transactions and operations, and risks. For instance, if a 

poor investment climate manifested through taxes, fees, fines, corruption and additional need for services 

like (lawyers, accountants, and consultants) increases the cost of investment transactions, an investor is 

likely to look elsewhere even if labor, transportation and energy costs were competitive. Investment climate 

(IC) or call it business environment has played a fundamental role in influencing some of the major 

determinants of growth in developing and transition economies. Increase in the literature dealing with the 

practices and procedures of business environment reforms (BER) in recent years, as well as measured 

outcomes and the impacts of these reforms on business environment (BE) are now known to contain critical 

elements that affect the performance of private enterprises in both the formal and informal sectors of 

developing and transition economies. Recent developments place investment climate at the center of 

economic performance and it is well documented that this can significantly influence investment, 

productivity, sectorial growth, and eventually growth of gross domestic product (GDP) (Bosworth and 

Collins, 2003; Rodrik and Subrmanian, 2004; WB, 2003 and 2004) , thereby conditioning the success of 

market-based economies (Frankel, 2002; Rodrik et al., 2002). This is because investment climate affects the 
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particular activity or economy through the incentive to investment. WB (2004) sees improvements in 

business climate as a contributing factor to the effective delivery of public goods necessary for productive 

business and that, deficiency in a good business climate will act as a barrier to entry, exit, and competition. 

Business or investment climate remain the single fundamental element that influences the rate of 

investments, whether it is meant to improve the overall quality of life through projects in the health system 

or towards strengthening the educational system in particular areas. Such can take the form of a strategic 

growth in automotive, textile, agro-processing, ICT, or business process outsourcing. Therefore, investments 

of the private sector aimed at fostering vocational training and, other forms of education in collaboration 

with higher education are not exceptions neither. 

Described as the general political, legal, and institutional conditions that influence the costs and risks 

associated with the establishment, running and closure of a company
1
, a robust investment climate provide 

incentives for companies ranging from the micro-enterprises to multinational corporations (Skibbe, 2018). 

While Investopedia (2010) defines it as the economic and financial conditions that determine individuals, 

groups and businesses’ willingness to lend money and acquire a stake in the businesses operating in a 

country. A good investment climate stand the chance of reducing the costs and risks of corporate activity 

and thus facilitates the creation and implementation of investment projects, while on the other hand, a poor 

investment climate discourages business for planning and making investments. 

Theoretical views and empirical research findings show the use of components of  a large set of regressors 

or components of  investment climate, and this makes the test of their impact more complete and realistic ( 

Ginyer et al., 1988; Miller and Friesen, 1984). However, these components are divided into two groups. On 

the one hand, subjective elements capture firm managers’ own perceptions or experiences and are subject to 

some arbitrariness and incomparability across firms and across countries. While objective elements include 

borrowing interest rate, days to clear customs for exports and imports, number of days and power outages 

per year, days to set power connection and days to get telephone connection once all the application 

procedures were completed by the firms. 

A rich and established literature identifies key determinants that impact on the business environment in 

general and particularly those that influence private sectorial development in what it calls fundamental 

global determinants. These include political stability, legal and tax framework, macroeconomic stability, 

infrastructure, the rule of law, access to financial services, and human resources. 

 Major Variables Constitutive Elements 

1 Macroeconomic Stability Inflation, the market structure, opening up the economy, 

creating a strategy. Facilitating international capital 

market flows, diversifying the economy. 

2 Rule of Law Starting a business, resolving insolvency, dealing with 

construction permits, registering of businesses. 

3 Legal and Tax Framework Tax policies, tax administration 

4 Access to Financial Services Obtaining credits, banking sector insurance sector etc. 

5 Infrastructure Getting electricity, Roads, Ports, telecommunication, 

railways, water, Gas etc. 

6 Political Stability Stability of government, conflicts/conflict resolutions, 

democracy, security etc. 

7 Human Resources Labor code, educational system, health system, fostering 

of vocational training etc. 

  

In this regard, Record (2013)
2
 observes that an investment climate is supportive towards private sector 

instrument, and is seen as a means of unlocking the energy and creativity of the population while providing 

                                                             
1  C.f World Development Report (2005), “A better investment climate – for everyone”. 
2 An unpublished thesis on “Why do Firms Invest in an Unstable Business Environment”? Investigating Formal and Informal 
Investment Climate Institutions in Vietnam (2013) 
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incentives for those who invest, and innovates through the provision of more, better and lower cost goods 

and services. 

1.1 How investment climate could Influence investors’ behaviors  

Because donors and governments recognize the great importance of the business environment in global 

development, there is an immediate need for reforms, which will attract the needed investment (both 

domestic and foreign) which as a matter of fact, has a direct impact on the future growth of the economy. 

But how precisely do these variables impact both at individual and collective levels on the business climate?  

Firstly, a poor business environment which is considered as one with factors that impose heavy costs, 

delays, and increased risks on the production unit, will certainly deter investors. This has been explained by 

the fact that investment being the committing of resources (capital) for a future and plagued with 

uncertainties and risks, should avoid additional inconveniences. Thus, considering that foreign direct 

investment and small and medium-size enterprises are not only indispensable, but are equally two most 

significant catalysts for economic growth and job creation in low and medium income countries (Skibbe, 

2018), requires favorable conditions or environment. Therefore, they require: 

A stable and secured environment: This is explained in terms of reducing political uncertainties, ensuring 

a more stable legal framework, a low inflation rate, protection of land and property rights, and avoidance of 

expropriations without financial compensations.  

A good taxation system: Will guarantee stability as can be simply explained in this quotation. “It doesn’t 

really matter whether the profit tax is 17% or 21%. Sure, 17% is better. What matters is that the fiscal (tax) 

code remains the same for the next five years and I know what taxes I have to pay”
3
. Good regulations that 

ensure fair competition, a check on excessive bureaucracy for the acquisition of licenses and registration of 

companies, as well as a minimal time for custom clearance are also important contributors towards 

guaranteeing stability. 

Financing and infrastructure: Whereas access to financing is associated with the ability to finance 

investment projects, (Levine, 2005) sees a developed financial system as a creator of more investment 

opportunities and for the re-allocation of resources from less productive to the more profitable ones. These 

combined effects will lead to increased productivity through higher capital intensity and technical progress 

which is embodied in new equipment. On a similar score, the positive effect of financial development on 

productivity can be attributed to higher technological specialization through the diversification of risk. And 

removing the difficulties in obtaining credits for start-up and operating capitals (Nabli, 2007), re-enforcing 

the rights of creditors and shareholders, establishing credit information mechanisms, and banking 

regulations will reduce the risk and cost of investments.  

It is important to avoid deficiencies in telecommunication, energy, and transportation systems. Thus 

infrastructure is seen as a complementary factor to other production inputs, and can stimulate private 

productivity in raising profitability (Aschauer, 1989; Barro, 1990; Blejer and Khan, 1984). It equally 

increases productive performance by generating externalities across firms, industries, and regions (Holtz-

Eakin and Schwartz, 1995). 

Finally employee qualifications and labor markets: If adequate measures are put in place for the skills 

needed by the labor force, the possibility of increasing education and training available, and flexibility of the 

labor markets more investors will be attracted. 

Considering that domestic private investment is one of the most important drivers of job creation and 

economic growth, it would have thought that all is done to promote it. Unfortunately, no dedicated policy 

initiatives are generally put in place for its encouragement in most developing countries and its low level 

only result to poor growth of these economies. Therefore beside important factors like the interest rate and 

the marginal rate of returns on capital (MEC), the proactive role of governments in supporting and 

generating better investment climate for entrepreneurship and private sector investment is paramount for an 

improved growth (UNCTD, 2012). 

                                                             
3 Quote by a former Balkans regional manager of a major multinational consumer products firm, 2004. 
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Business climate influences the private sector investment different from it does for public sector since it 

relates differently with the components of the different types and sectors. Whereas it may increase public 

sector investments, the reverse may be true for private sector investments. Similarly, investment climate is 

unlikely to affect the sectors of an economy in the same direction and proportion. Thus, this paper intends to 

investigate into how Investment Climate effects sectorial investments and general growth of the processing 

sector in CEMAC sub region. 

2. Theoretical Framework and Empirical Literature 

2.1Theoretical framework 

“Firms seek to expand in a cost effective manner so as to ensure profitability”. This is the bottom line of the 

transaction costs theory (Williamson, 1975), and uncertainty in respect to the future of a firm’s environment 

remain a key challenge to transaction efficiencies. Firms’ transaction costs, especially those linked to search, 

information processing, and adaptation can be increased by uncertainty. So Sashi and Karuppur (2002), 

holds that political uncertainty in the markets remains a major source of uncertainty. In addition, changes in 

industrial policy or business regulations may equally pose risks that are liable to increasing the costs of 

doing business and thus, restrict investments. 

Economic growth is considered as a positive feature to both foreign and domestic market place and makes 

the latter more attractive for firms in general (Hoffman, Munemo and Waston, 2014). According to Sashi 

and Karuppur (2002), adverse economic events such as higher interest rates, inflation, and changes in 

aggregate demand account for economic uncertainty. On the other hand, authors like Whited (1992), 

Schaller (1993), Faraque and Ton-That (1995), Rodrik (2008) associates the presence of transaction costs 

with a negative effect on investment level in some specific industries in different countries. This is because 

countries with high levels of transaction costs tend to have restrictions in their credit markets, and 

consequently have a low investment rate that in turn causes low economic growth. 

The theory described as ‘Optimists theory’ generally assumes that better institutions are associated with 

higher levels of income and growth (Acemoglu and Robinson (2012). To it, a transparent regulatory 

framework, and low barriers, costs and risks of doing business give both large and small firms the 

confidence to invest and expand
4
. As a result, suggest that weaker investment climates may 

disproportionately affect small firms, than larger ones towards circumventing inappropriate legal and 

regulatory regimes. This has often resulted in informality as well as constraining growth (De Soto, 2000). 

However, investment climate skeptics question whether such causal links exists between Investment Climate 

and income, growth etc., on grounds of the prevalent use of informal social norms as substitutes for formal 

law
5
; and the layers of historical, economic, political, cultural influences that control legal systems and limit 

the ability for their external control (IDS, 2010). 

Seeing investment climate in terms of infrastructure, Yuvuz Selim Hacihasanoglu
6
 analyses how an 

economy poor infrastructural - wise will place constraints on producers or how a good one may makes it 

easier for production operators. A good investment climate framework provides a hospitable environment 

for growth by encouraging domestic and foreign investment, and providing an efficient environment for 

existing producers. On the other hand, a poor investment climate, which normally is not under the control of 

the producers, some parts of firms’ resources are diverted to compensate for unproductive activities, such as 

money spent on private security services or time spent on bureaucratic issues, making no positive 

contributions to output. Such an environment not only deteriorates the productivity of existing producers but 

can also discourage new investments. Barriers to technology adoption have explained productivity 

difference across countries (Parente and Prescott, 1994), while Prescott (1998) argues that explaining 

productivity differences is necessary to understand large international income differences. 

                                                             
4
 DFID Investment Climate Core Briefs- Internal Document. London. DFID 

5
 Ulen, T.S (2010). The role of law in economic growth and development. M. Faure and J. Smits (eds), Does law matter. Bonn law 

and economics workshop April 27, 2010. 
6 Yuvuz Selim Hacihasanoglu, Doctoral Thesis: Essays on investment climate in developing countries. Universidad Carlos III de 
Madrid, Getafe, October 2013. 
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Inadequacies of infrastructure and finance dimensions of investment climate create barriers to firm-level 

productivity and economic growth (Rajan and Zingales, 2003). The availability of modern infrastructure will 

permit firms to invest more, and their investments are equally liable to yield more. A better access to credits 

will allow productive firms to expand businesses, while those that are less productive make the necessary 

investments to raise productivity. WDR (2005a) observes that a good infrastructure and a good financial 

system are beneficial to producers and a country as a whole and that inadequacies in such facilities are large 

in developing countries, thus could explain the low investment and growth in these countries. 

The theory of ‘factor mobility’ has been analyzed as trade theory, using the concept of inter-temporal 

comparative advantage in production and trade (Olowu and Hamza, 2013). This analysis is centered on the 

fact that cross- border factor mobility is a result of differences in factor endowment, propensity to consume 

and preferences between present and future consumption between or among nations. Oyeranti et al. (2010)
7
 

argues that labor-abundant economies are faced with the problem of unemployment of labor and 

subsequently, a low real wage which may provoke labor mobility since real wage are likely to be relatively 

lower when compared to what is obtained in a contrary situation. Many are those who argue that a country 

having a comparative advantage in future production of consumable goods is one that even without 

international lending and borrowing would have a relatively low price for future consumption because of 

high interest rate. This high interest rate is as a result of a high return on investment. Therefore, the high 

interest rate in the borrowing nation influences the lending nation to divert resources from current 

production or consumption to lending to enhance their economy’s future ability to produce or consume. 

Therefore, resource endowment, market size, real interest rate and wages, are considered as major factors 

that determines capital and labor mobility respectively (Oyeranti et al., 2010).  

The ‘Modern Theory of Multinational Enterprises’ focuses on the analysis of two important issues, with the 

first attempting explanations to why a commodity is produced in two or more different countries rather than 

one; and the second on reasons why production in different locations is carried out by the same firm rather 

than by separate firms. The first explanation is linked to the concept of location while the second, to that of 

internalization (Dunning, 1999
8
; Krugman and Obstfeld, 2000

9
; Applyard and Field, 2004

10
). The location 

of production and trade is thus; determined by resources, transport costs and other barriers to trade, whereas 

the benefits of internalization includes the transfer of technology from one country to another, and/or 

enhancement to vertical integration. 

In a more global scale, FDI flow is known to depend more on two main groups of factors, or a combination 

of them. One called pull-factors, which include factors that induce MNCs to desire the creation or expansion 

of their operations overseas. This is what explains why national firms evolve into MNCs on the one hand, 

and why they decide to locate their production in other countries rather than licensing or exportation on the 

other (Singh and Jun, 1995)
11

. The second category is the push-factors - which are host-country specific 

conditions that influence the flow of FDIs, and the latter are factors that attract FDI when the decision to 

invest out of home country is conceived by the MNCs. Therefore, it can be induced that pull-factors 

determine which country receives what share of FDI, while push-factors influences the overall size of FDI 

(Asiedu, 2002; Akinkugbe, 2003)
12

. Such factors include distance from the major markets, market size, 

infrastructure, labor cost, political stability, interest rates, human capital, openness and tax incentives. 

2.2 Empirical Literature 

Various researchers Bah and Fang, 2010; Straub et al., 2008; Aterido et al., 2007; Collier, 2000 have 

investigated the impact of investment climate on output, productivity, economic growth, and firms’ 

performance using different measures at country and firm levels. The common underlying assumption from 

the literature remains that countries and firms facing better investment climate can be expected to perform 

                                                             
7 Oyeranti, Babatunde, Ogunkola, Bankole (2010), China-Africa investment relation: A case study of Nigeria, a published paper 
submitted to the African economic Research consortium (AERC), Nairobi, Kenya. 
8
 Dunning (1999), as cited in Oyeranti et al., (2010). 

9
 Krugman and Obstfeld (2000), as cited in Oyeranti et al., (2010). 

10 Applyard and Field, as cited in Oyeranti et al., (2010). 
11 Singh and Jun (1995), as cited in Oyeranti et al., (2010) 
12 AS cited in Oyeranti et al., (2010). 
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better. Djankov et al., 2008; showed that a better investment climate fosters economic growth. Aggrey et al., 

(2012) investigated investment climate on manufacturing firms’ growth in Uganda using panel data and 

adopting Gibrats’ Law of Proportionate Effect (LPE) and Learning model to show that firm’s size, firm’s 

age, and average education were the of major influence on growth in a sample of Ugandan manufacturing 

firms. Soetan and Oke (2018) also used 44 Sub-Saharan Africa countries over the period 2004-2015, a set of 

eight indicators and a number of control variables to study the link between investment climate, domestic 

private investment, and economic growth in Sub-Saharan Africa. The results show a robust link between 

these variables thus suggesting that government and policy makers should ensure a functioning and enabling 

investment climate which is complimented by a strong competitive policies as well as measures towards 

promoting positive firm performance growth in the Sub-Saharan Africa countries. So the environment in 

which an enterprise operates influences its performance and its growth. But most studies have limited 

themselves to either general economic or firm growth. 

3. Data and Methodology 

The data used for this paper was obtained from World Development Indicators and World Governance 

Indicators database of the World Bank from 2002 to 2017 for all six member countries of CEMAC. Due to 

insufficiency of data, the study investigated into the effects of six of the seven major determinants of 

investment climate on industrial value added in the CEMAC sub region as identified by (Investopedia, 

2010), namely macroeconomic stability, rule of law, access to financial services, legal and tax framework, 

infrastructure, and political stability.  

3.1 Model Specification  

Our model is centered on the dynamic behavior of the economy described by the neoclassical production 

function. According to this function, Solow (1956) and Swan (1956) explains economic growth in terms of 

an aggregate production function and capital accumulation, whereby the neo-classical production function is 

expressed as: 

                               Y = f (k) ………                                            (1) 

 Incorporating the investment climate variable which takes stock of transaction costs, and private domestic 

investment into the neo-classical production function gives us:    

                               GDPg = f (PdI, InC)              ……………       (2) 

Where, GDPg represents the growth of gross domestic product, Prl private domestic investment, and InC a 

vector of investment climate. We also remark the fact that investment climate is constituted of both 

subjective and objective variables alike, whereby the subjective variables are neither firm specific nor are 

they clearly observed at firm level (Soetan and Oke, 2018). They are rather presented at the regional and 

national levels. This is to say, investment climate variables contribute much more to differences across firms 

in the same location or even to those in the same country but more, to cross-country differences. 

The complete function is therefore expressed in equation 3 below:  

IVA = f(PrI, BUR, InF, VA, POS, GEF, RQ, RLA, CCO, DCP, GEX, FDI, TrO)  ……… (3)  

Whereby IVA is industrial value added as a proxy for industrial growth, PrI private investment, BUR 

duration for start of a business, InF inflation, VA voice and accountability, POS political stability, GEF 

government effectiveness, RQ regulatory quality, RLA rule of law, CCO control of corruption index, DCPS 

domestic credits to private sector, GEX government expenditure, FDI foreign direct investment, and TrO 

trade openness. For estimation purposes and using the system-generalized method of moments (System-

GMM), equation (3) is transformed into the form: 

lnIVA = Ψ0 + Ψ1lnPrl + Ψ2lnBUR + Ψ3InF + Ψ4VA + Ψ5POS + Ψ6GEF + Ψ7lnRQ + Ψ8RLA + Ψ9 CCO + 

Ψ10lnDCP + Ψ11lnGEX + Ψ12FDI + Ψ13lnTrO + μ  …              ………….             (4) 

 Ψi represents the coefficients of the explained variables while μ, the stochastic term.  
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3.2 Description of Variables 

LIVA is the log of industry (including construction) value added expressed as a measure of industrial sector 

growth. It is the dependent variable in the study. 

LBUR is the log of the number of days to start up a business as a measure of bureaucracy.  

InF represents inflation and is measured by annual growth rate of consumer price index. 

VA stands for voice and accountability and is a proxy for democracy. 

POS represents political stability. 

GEF shows government effectiveness. 

RQ is regulatory quality. 

RLA stands for the rule of law. 

CCO is the variable for the control of corruption perception index 

LDCPS is the log of domestic credit made to the private sector as a percentage of GDP and is the proxy for 

credit availability.  

LGEX is the log of government expenditure as a percentage of GDP and is a proxy for government size in 

the economy and indirectly of fiscal pressure. 

FDI represents foreign direct investment net inflows as a percentage of GDP. 

LPrI is the log of private investment measured by gross fixed capital formation in the private sector as a 

percentage of GDP. 

LTrO is the log of trade as a percentage of GDP and a proxy for trade openness. 

 4. Empirical Findings 

To permit us examine the impact of investment climate on CEMAC countries’ industrial sector growth, the 

paper employs the Generalised least squares (GLS) estimation technique, whose results are presented in 

table 2 below. But first, the Hausman test of specification was conducted to determine which of the two 

effects models (the random or fixed effects) would yield more consistent results. The Results obtained (see 

appendix 1) permits us to choose the fixed effects model considering that the probability value of the test 

(0.0000) is far lower than 1 per cent. By implication the result is significant at 1 per cent level, and thus, 

warrant the rejection of the null hypothesis of difference in coefficients not being systematic (random 

effect), and thus proceed with the interpretations of the fixed effects model. 

Table 2: The impact of business climate on industrial growth in CEMAC countries 

 (1)             (2) 

VARIABLES GLS-RE            GLS-

FE 

   

Ln bureaucracy -0.427***            -

0.0785* 

 (0.142)            

(0.0448) 

Inflation  0.0107            0.00167 

 (0.00896)          

(0.00288) 

Voice and accountability  -2.744***          -0.109 

 (0.342)           (0.155) 
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Political stability 0.858***          0.0685 

 (0.137)         (0.0576) 

Government effectiveness 2.947***          -

0.703*** 

 (0.332)            (0.156) 

Regulatory quality -1.176***           0.105 

 (0.389)             (0.147) 

Rule of law 0.362            

0.515*** 

 (0.395)              

(0.132) 

Control of corruption -0.798**               

0.225* 

 (0.365)              

(0.123) 

Ln credit availability -0.183            

0.243*** 

 (0.112)            

(0.0351) 

Ln government expenditure 0.0821           -

0.342*** 

 (0.183)            

(0.0596) 

Foreign direct investment -0.0292***           -

0.00317 

 (0.00688)          

(0.00219) 

Ln private investment 0.583***           0.0385 

 (0.129)            

(0.0467) 

Ln trade openness 0.185           -

0.731*** 

 (0.203)             (0.128) 

Constant 26.34***            

31.31*** 

 (1.063)            (0.666) 

   

Observations 96            96 

R-squared              0.727 

Rho              0.995 

Hausman chi(13) 461.58 p-value=0.000 

Number of country 6             6 

Note: Standard errors in parentheses, *** p<0.01, ** p<0.05, * p<0.1 

Source: Authors computation 

Results from data analysis indicate that there is a negative effect of bureaucracy on industrial growth in the 

CEMAC sub region. A coefficient of -0.0785 simply indicates that a one per cent increase in the number of 

days to start up a business will lead to about 0.08 per cent fall in the value added of the industrial sector in 

the CEMAC member countries. This result is significant at 10 per cent level. Therefore, we can conclude 

that there is a negative and significant effect of bureaucracy on the industrial growth of the sub region.  

Looking at inflation which is the proxy for macroeconomic stability, the results reveal that an inflation 

(which is a reflection of changing general prices and symbolising a dynamic economy) will bring about 
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higher value added in the industrial sector of these economies as the coefficient of inflation is found to be 

positive (0.00167). Thus, a unit point increase in the annual growth rate of Consumer Price Index (CPI) in 

the sub region will result to a less than 0.01 per cent increase in industrial sector growth everything being 

equal. Although these results are consistent with most studies, it is however statistically insignificant. In 

fact, the CEMAC member countries are bound by the convergence criteria borrowed from the European 

Union (Maastricht convergence criteria) which requires member countries to maintain inflation at below 3 

per cent. Over the years these countries have kept their inflation rate at low levels which sometimes has not 

helped in stimulating growth. Although there are strong theoretical and empirical supports of a negative 

impact of inflation on growth in general, empirical findings have been mixed, including negative and no 

significant effect of inflation on growth. Our findings are in conformity with the Tobin effect which claims 

that inflation pushes individuals to look for interest in the form of acquiring capital assets in order to 

safeguard the value of money. This result is therefore in terms with the postulate of Neo-Keynesians and 

conforms to the findings of (Mallik & Chowdhury, 2001; and Naseri & Zada, 2013) who found that at 

moderate level inflation can stimulate economic growth. 

Going by the indicators of governance and institutional quality, the results reveal that democracy which is 

captured by voice and accountability reduces industrial growth. Put differently, there is a negative effect of 

democracy on the industrial growth of CEMAC member countries. A one point increase in the voice and 

accountability index of the sub region will lead to a decrease of industrial sector value added by 0.11 per 

cent ceteris paribus. Once more, this outcome is statistically insignificant and this result is contrary to our 

theoretical expectation. 

In line with a priori expectations, we found a positive relationship between political stability and industrial 

growth in the sub region with a positive coefficient for political stability (0.0685). This implies that there is a 

positive effect of political stability on the industrial growth of the sub region. Certainly, a reduction in armed 

conflicts and civil wars increases the chances of industrial sector growth in the CEMAC sub region. 

However, these findings are statistically not significant. This result is not surprising considering that a more 

stable macroeconomic on the one hand, and political business environment on the other, will attract potential 

investors from both domestically and abroad, as well as stimulate existing investors for further investment. 

Contrary to expectations, the results show that there is a significant but negative impact of government 

effectiveness on the growth of CEMAC countries industrial sector. A one point increase in the government 

effectiveness will bring about 0.70% fall in the industrial sector value added. This outcome is significant at 1 

per cent level, and simply illustrates the fact that CEMAC member countries have been unable to design and 

implement sound policies that stimulate growth in general and industrial growth in particular. 

The coefficient of regulatory quality is positive (0.105), signifying that there is a positive effect of regulatory 

framework on industrial growth in the CEMAC sub region. Higher regulatory quality will lead to an 

increase of the growth of the industrial sector, such that an increase in the regulatory quality index by one 

point will bring about 0.11 per cent increase of industrial sector value added and vice versa. This outcome 

conforms to a priori expectations. 

Similarly, rule of law was found to exert a positive and significant effect on the industrial growth of the sub 

region. The marginal effect of 0.515 implies that increasing rule of law index by one point will bring about 

0.52 per cent increase in the growth of the industrial sector. The more citizens are confident in, and abide by 

the laws of the country the higher will be the growth of the industrial sector. This result confirms our 

theoretical expectation and is statistically significant at 1 per cent level. However, for this to happen not only 

does the law system need to be good but more importantly, should be stable. 

In conformity with theoretical expectations, the control of corruption proxy by the control of corruption 

perception index (CCO) exerts a positive impact on industrial growth of the sub region. The more 

populations are confident that the public institutions are fighting all forms of corruptions the more they are 

likely to involve into long term investments especially in the industrial sector. In fact, corruption renders 

production more costly and this may discourage investments. Corruption can also distort the efficient 

allocation of resources in an economy. An increase in the corruption control index by one point will result in 
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about 0.22 per cent increase in industrial growth. The findings are equally significant although only at 10 per 

cent level.  

Another key indicator of business environment used in this study is credit availability captured here by 

domestic credit to the private sector. The more available domestic credits are to the private sector, the higher 

the chances of increased value added of the industrial sector given that the coefficient of this variable is 

positive (0.243). A unit per cent increase of domestic credit to the private sector will lead to a 0.24 per cent 

increase in the value added of the industrial sector of the CEMAC sub region. These results are significant at 

1 per cent level, and are based on the fact that higher credit availability will permit potential investors to set 

up businesses easily and also allow existing entrepreneurs to expand their productive capacity. This result is 

in consonance with the a priori expectation, but contradicts the findings of (Vukenkeng and Tabi, 2017) who 

found an inverse relationship with domestic credit to the private sector on entrepreneurship development in 

Cameroon. The finding however, endorses those of (Vukenkeng and Dobdinga, 2016) who found a positive 

relationship between domestic credit to the private sector and private entrepreneurship. If allocated to 

productive areas of the economy credit availability stimulates industrial growth. 

The Classical postulate of government intervention in the economy reveals that the size of government has a 

negative effect on industrial growth. In fact, an increase of government spending by one per cent will lead to 

0.34% fall of industrial value added. Higher government involvement in the economy may lead to eviction 

effect by crowding out private investment. This finding contradicts that of (Lesotho, 2006; Abdul et al., 

2015) who in different circumstances rather found a positive effect of public spending on private investment. 

It however confirms the work of (Thanapat, 2010) where public expenditure was found to exhibit a negative 

effect on private entrepreneurship. This is also in conformity with the crowding out economic literature. 

Public investment is seen to cause a negative effect on private investment in the CEMAC sub region because 

as government spending increases, the demand for resources (including production factors such as capital 

and labour) also rises. This leads to an increase in interest rates which in turn directly affects the cost of 

private investment, thus crowding it out of the market. In some cases increases in government spending is 

backed by increase in taxes from the private sector which in turn reduces the amount of money left for 

investment. Consequently, private investment witnesses a reduction. 

The study reveals that foreign direct investment has a negative effect on industrial growth in the CEMAC 

sub region. This is contrary to common belief although no significant effect could be established. Similarly 

and in line with our a priori expectation, private investment exert a positive impact on industrial growth 

though the result is not significant.  

The coefficient of trade openness is negative (-0.731) which shows that there is a negative impact of trade 

liberalisation on industrial growth of the sub region. The industrial sector of CEMAC is still very fragile and 

cannot compete with that of big and develop economies of the West for instance. Therefore, uncontrolled 

liberalisation will tend to harm the industrial sector especially when these industries are at the infant stage. 

Gradual trade openness contributes in weakening the industrial sector of the sub region by killing the local 

small industry. This result therefore validates the infant industry hypothesis. 

5. Conclusion and Policy Recommendations 

Our results show that bureaucracy, voice and accountability, government effectiveness, government 

expenditure, and trade openness had a negative impact on the value of industrial growth during the period 

under study. This demonstrates the fact that bureaucracy discourages industrial growth same as the type of 

government expenditure had a crowding out effect on private sector investments. Of course trade openness 

led to greater competition with foreign multinational corporations which bring about unfair competition in 

industrial growth. In this study, the element of mix results concerning the determinants of investment 

climate and industrial growth. We thus, recommend that bureaucracy, government effectiveness, the type of 

government expenditure, trade openness and value accountability be revisited by each of the six member 

states and appropriate regulatory measures taken. 

On the other hand inflation, political stability, regulatory quality, the rule of law, and control of corruption, 

and credits availability had a positive relationship with industrial growth. These should be reinforced to 

permit for better results. 
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Hausman specification test result

                 (V_b-V_B is not positive definite)

                Prob>chi2 =      0.0000

                          =      251.09

                 chi2(13) = (b-B)'[(V_b-V_B)^(-1)](b-B)

    Test:  Ho:  difference in coefficients not systematic

            B = inconsistent under Ha, efficient under Ho; obtained from xtreg

                           b = consistent under Ho and Ha; obtained from xtreg

                                                                              

        lpci      .2939488     .8421394       -.5481906               .

       ldcps     -.1387543     .2242532       -.3630075        .0989435

       lpinv      .6376304    -.0335017        .6711321        .1129433

         fdi     -.0241116    -.0007933       -.0233184        .0061234

        lgex      .2350469     -.193836        .4288829        .1454334

         cor      -.893301     .2367851       -1.130086        .3142015

        rlaw     -.1426813     .1072447       -.2499259        .4025185

          rq     -1.317556    -.0999529       -1.217603        .3405231

         gef       2.89314    -.3630896        3.256229         .277639

       pstab      .5818585    -.0030448        .5849033        .1539504

          va     -1.807706     -.010938       -1.796768        .4332747

         inf      .0055352     .0017968        .0037384        .0084004

        lbur     -.2817239    -.0544489        -.227275        .1078981

                                                                              

                    REM          FEM         Difference          S.E.

                    (b)          (B)            (b-B)     sqrt(diag(V_b-V_B))

                      Coefficients     
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Appendix 3 

Results of the random effects Generalised Least Squares (GLS-RE) 

         within                511454.5  -558229.2    3687010       T =      16

         between                2425923   164997.7    6287191       n =       6

pci      overall     1726607    2284177   125114.3    8247594       N =      96

                                                               

         within                 4.11132   2.214923   22.17402       T =      16

         between               2.416554   5.152949   11.41103       n =       6

dcps     overall    8.788859   4.671255   2.097239   22.05634       N =      96

                                                               

         within                4.741357    5.05406    43.3424       T =      16

         between               5.597405   8.029133   21.66829       n =       6

pinv     overall    15.41695   6.990309   1.424254   49.59374       N =      96

                                                               

         within                7.283048  -8.158482   46.22641       T =      16

         between               4.903727   1.689836   14.89655       n =       6

fdi      overall    6.178356   8.561104  -4.852284    46.4937       N =      96

                                                               

         within                3.117287   1.986884   24.87923       T =      16

         between               3.240006   6.049505   14.29042       n =       6

gex      overall    10.95093   4.307852   2.736065   25.62842       N =      96

                                                               

         within                .1420626  -1.436535  -.7902523       T =      16

         between               .2935667  -1.618034  -.7315798       n =       6

cor      overall   -1.152046    .304558  -1.836509  -.4190092       N =      96

                                                               

         within                 .133526  -1.460655  -.7684045       T =      16

         between               .3536397  -1.536239  -.5273063       n =       6

rlaw     overall   -1.171648   .3509184   -1.81651  -.2055656       N =      96

                                                               

         within                .1196709  -1.300757  -.6674631       T =      16

         between               .3118531  -1.385121  -.5477033       n =       6

rq       overall    -1.05055     .31019  -1.490816  -.1646162       N =      96

                                                               

         within                .1351344  -1.502764  -.7425515       T =      16

         between               .3526029   -1.57483  -.7571544       n =       6

gef      overall   -1.210242   .3506555  -1.867352   -.394153       N =      96

                                                               

         within                 .283825  -1.694861  -.2708655       T =      16

         between                .805728  -1.875859   .2129511       n =       6

pstab    overall   -.7498203   .7919907  -2.687248   .3865264       N =      96

                                                               

         within                .1203286  -1.566211   -.867991       T =      16

         between               .3399561  -1.852372  -.8820233       n =       6

va       overall   -1.225497   .3343669  -2.002323  -.5550501       N =      96

                                                               

         within                5.464849  -8.131427   32.10208       T =      16

         between               2.616684   2.036337   9.109618       n =       6

inf      overall    4.069479   5.969129   -8.97474   37.14222       N =      96

                                                               

         within                25.62892      -47.5   140.9688       T =      16

         between               45.06012   21.78125   145.4375       n =       6

bur      overall     64.9375   48.64838       13.5      158.5       N =      96

                                                               

         within                3.63e+11   7.58e+11   2.84e+12       T =      16

         between               1.86e+12   1.02e+11   4.90e+12       n =       6

iva      overall    1.81e+12   1.75e+12   8.63e+10   5.89e+12       N =      96

                                                                               

Variable                Mean   Std. Dev.       Min        Max      Observations
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Appendix 4 

Results of the fixed effects Generalised Least Squares (GLS-FE) 

                                                                              

         rho            0   (fraction of variance due to u_i)

     sigma_e    .12038257

     sigma_u            0

                                                                              

       _cons     26.33586    1.06311    24.77   0.000      24.2522    28.41951

       lopen     .1845286    .202648     0.91   0.363    -.2126541    .5817114

       lpinv     .5829461   .1289452     4.52   0.000     .3302182     .835674

         fdi     -.029227   .0068779    -4.25   0.000    -.0427075   -.0157465

        lgex     .0821121   .1827164     0.45   0.653    -.2760055    .4402296

       ldcps    -.1830709    .111736    -1.64   0.101    -.4020695    .0359277

         cor    -.7978864   .3649135    -2.19   0.029    -1.513104   -.0826691

        rlaw     .3615247   .3949083     0.92   0.360    -.4124812    1.135531

          rq    -1.176422    .388987    -3.02   0.002    -1.938822    -.414021

         gef     2.947405   .3318473     8.88   0.000     2.296997    3.597814

       pstab      .857697   .1368757     6.27   0.000     .5894257    1.125968

          va    -2.743587   .3423652    -8.01   0.000    -3.414611   -2.072564

         inf     .0106766   .0089567     1.19   0.233    -.0068783    .0282315

        lbur     -.427492   .1415542    -3.02   0.003    -.7049331    -.150051

                                                                              

        liva        Coef.   Std. Err.      z    P>|z|     [95% Conf. Interval]

                                                                              

corr(u_i, X)   = 0 (assumed)                    Prob > chi2        =    0.0000

                                                Wald chi2(13)      =    804.17

       overall = 0.9075                                        max =        16

       between = 0.9890                                        avg =      16.0

R-sq:  within  = 0.0513                         Obs per group: min =        16

Group variable: country                         Number of groups   =         6

Random-effects GLS regression                   Number of obs      =        96
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F test that all u_i=0:     F(5, 77) =   197.11               Prob > F = 0.0000

                                                                              

         rho    .99484189   (fraction of variance due to u_i)

     sigma_e    .12038257

     sigma_u    1.6718419

                                                                              

       _cons     31.30696   .6662621    46.99   0.000     29.98026    32.63366

       lopen     -.731395   .1280091    -5.71   0.000    -.9862937   -.4764963

       lpinv     .0384502   .0466918     0.82   0.413    -.0545249    .1314254

         fdi    -.0031719   .0021896    -1.45   0.151    -.0075318    .0011881

        lgex    -.3424511   .0596345    -5.74   0.000    -.4611986   -.2237037

       ldcps     .2429247   .0351464     6.91   0.000     .1729393    .3129101

         cor     .2250931   .1228454     1.83   0.071    -.0195234    .4697096

        rlaw     .5151094   .1319683     3.90   0.000      .252327    .7778919

          rq     .1052544   .1467338     0.72   0.475    -.1869299    .3974387

         gef    -.7033741   .1555431    -4.52   0.000      -1.0131   -.3936482

       pstab      .068515   .0575788     1.19   0.238     -.046139    .1831691

          va    -.1091235   .1552501    -0.70   0.484     -.418266     .200019

         inf     .0016745   .0028829     0.58   0.563    -.0040661    .0074151

        lbur    -.0785489   .0448354    -1.75   0.084    -.1678277    .0107298

                                                                              

        liva        Coef.   Std. Err.      t    P>|t|     [95% Conf. Interval]

                                                                              

corr(u_i, Xb)  = -0.5775                        Prob > F           =    0.0000

                                                F(13,77)           =     15.77

       overall = 0.0977                                        max =        16

       between = 0.1568                                        avg =      16.0

R-sq:  within  = 0.7269                         Obs per group: min =        16

Group variable: country                         Number of groups   =         6

Fixed-effects (within) regression               Number of obs      =        96


