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Abstract: Association rule mining is used to find the frequent item sets in large database. Generally Apriori algorithm used to find 

association rules for single dimensional database. Due to the candidate set generation in large database, it decreases the mining efficiency. 

As well as different items having different weight on its transaction. In this paper, we introduce a novel technique, called Weighted Fuzzy 

Association Rule Mining using Mutual Information (WFARMI), for mining association rules using fuzzy set theory. This algorithm avoids 

the costly generation of a large number of candidate sets. Mutual Information is used to provide the strong relationship among the 

attributes and assigning weight on the fuzzy data. The paper concludes with shows that the proposed algorithm is capable of discovering 

meaningful and useful weighted fuzzy association rules in an effective manner. Also speeding up the mining process and obtaining most of 

the high confidence.  
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1. Introduction 

Data mining is a technique to extracting the data’s from the 

large database. Association rule mining discovers the large 

transaction databases for association rules which provide 

the implicit relationship among data attributes. Association 

Rule Mining is used to find the interestingness relationship 

among the items and generate the association rules. The 

database DB consists of a set of transactions. In each 

transaction I contain many subsets. An association rule is an 

inference of the form XY with, and X ∩ Y = 0. The 

meaning of the rule is    likely containing items in Y. Two 

methods are support and confidence used to determine 

whether an association rule is interesting. An association 

rule, AB, has support S% in DB if S% of transactions in DB 

contains items in A U B. The association rule is said to have 

confidence c% among the transactions containing items in 

A, there are c% of problem is to find all association rules 

which satisfies predefined minimum support and minimum 

confidence constraints [3].  

In the existing system, Quantitative Association Rule 

mining, quantitative attributes must be   discretized into 

number of intervals to determine the quantitative 

association rule. In Boolean, items are assumed to have 

only two values as 0 and 1. And those are referred as 

Boolean attributes. If the item is available in a transaction, 

then the attribute value will be 1; otherwise the value will 

be 0. Many interesting and efficient algorithms have been 

proposed for mining association rules for these Boolean 

attributes. Most data items do not come with preassigned 

weights [1]. The weighted items and its transaction shown  

 

 

 

in below table (Table 1 and Table 2).  

 

Table 1. Weighted items database 

ID Item Profit Weight 

1  Blazer 30 0.3 

2 Shirt 40 0.4 

3 T-shirt 20 0.2 

 

Table 2. Transactions 

TID  Items 

  1            1,2 

  2            2,3 

  3            1,2,3 

 In the proposed system, WFARMI algorithm has been 

used to avoid the costly generation of candidate sets. The 

fuzzy association rules which provide a smooth boundary, 

where each attribute will have a fuzzy set. The potential 

frequent item sets also discovered. The clustering technique 

is used to find the similar group of items among the 

frequent item set.  Based upon the minimum support and 

minimum confidence, weights will be applied. Since it 

reduces the costly generation and increase the speed of the 

generation and performance. 

2. Related Works 

The QAR mining algorithm is to find the association rules 

by partitioning the attribute domain combining adjacent 

partitions and then transforming the problem into a binary 

state. It suffers from two problems. Mining fuzzy 

association rules for quantitative values has been considered 

based on the Apriori algorithm [12]. First problem is, it 

must be combined the consecutive intervals of a 

quantitative attribute to gain sufficient support. Second 

problem is suffered by the sharp boundary between 
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intervals. In order to overcome this problem, Mining fuzzy 

association rules for quantitative values has been used by a 

number of researchers [8][13]. Then proposed a method to 

find the fuzzy sets based on many clustering methods. Each 

of these researchers considered all attributes as same.  

Gyenesei et al. introduces the problem of mining 

weighted quantitative association rules based on fuzzy 

approach. Gyenesei [6] considered this issue and used 

weighted quantitative association rule mining based on 

fuzzy concept and proposed two methods with and without 

normalization. He assigns weights to the fuzzy sets to 

reflect their importance to the user and proposes two 

different definitions of weighted support: with and without 

normalization similar to his previous method.  

Clustering is the process of grouping the similar item in a 

dataset. Similarities are commonly said in terms of how 

close to the item in their characteristics such as space and 

distance function. The quality of the cluster may be 

represented by its diameter and the maximum distance 

between the items in the cluster group. This method is used 

as preprocessing step for generating mining association rule 

in large database [16].  

In this paper we used k-means clustering algorithm to 

group the similar items. The Mutual Information [3] is used 

to represent a majority of frequent item sets. Also by 

utilizing the cliques in the MI graph, frequent item set will 

be computed. This method automatically clusters the values 

of a given quantitative attribute in order to obtain large 

number of large item sets in short duration. By applying the 

weight on the item, it does not require the support and 

confidence value by the user. But finding all frequent item 

sets in large databases with this algorithm requires multiple 

database scans. So using complicated data structures that 

requires extra space, leads to computation and time 

complexity. The Weighted Fuzzy Association Rule mining 

using Mutual Information is used to increase the 

performance of the mining process. Also generate the rule 

efficiently in short duration. 

3. Basic Concepts 

In this section, we present the basic concepts of Fuzzy 

Weighted Association Rule mining using Mutual 

Information.  

1. Definitions  

  A Fuzzy Weighted Association Rule  

mining(FWAR), R, is an implication of the form XY, where 

X and Y are item sets, and attr(X) ∩ attr(Y) = . X and Y are 

called the antecedent and the consequent of R, respectively. 

We define the attribute set of R as attr(R) = attr(X)attr(Y) 

[3]. 

2.  Entropy and Mutual  Information 

A) Entropy  

Entropy is an information theory, which is used to 

measures the uncertainty in a random variable. Entropy and 

mutual information are closely related in rule mining 

concept [3]. 

B)  Mutual Information 

 Mutual information describes that how much 

information one random variable tells about another one. 

The MI graph represents a highest priority of the frequent 

item sets. Clustering is a concept used in many applications. 

It uses mutual information (MI) as a similarity measure and 

discovers its grouping property: The Mutual Information 

between three objects such as X, Y, and Z is equal to the 

sum of the MI between X and Y, and the MI between Z and 

the combined object (XY) [3]. 

4. Rule Construction 

To find the fuzzy association rules, a mining algorithm 

was proposed based on the concept of large item sets [4][8]. 

It transfers each quantitative item into fuzzy membership 

values and uses fuzzy operations to find fuzzy rules. It 

extracts the association rules in two ways. In the first phase, 

candidate item sets are generated, and counts by scanning 

the transaction in large database. In the second phase, an 

association rules are generated from the large item sets 

found in the first phase. This approach consists of below 

steps. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig1: Steps of proposed algorithm 

 

All the possible combination ways of association rules 

for each large item set are formed, and the ones with their 

calculated confidence values larger than a predefined  

threshold (minconf) are output as desired association 

rules[6][8].  Figure 2 shows the input data collected from 

the transaction database. 

 

 

 

 

 

 

 

   

 

 

 

 

 

Fig 2. Data View 
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The proposed method for discovering the association rules 

from preprocessing in terms of fuzzy terms from quantitative 

values and weight calculation is shown in above figure. 

4.1 Fuzzy preprocessing  

In this section, Lotfi et al. describes the fuzzy pre-

processing methodology and fuzzy measure that are used 

for the actual fuzzy ARM process. We use a pre-processing 

approach which makes the fuzzy partitions into numerical 

attributes. This approach requires very less manual 

intervention for very large datasets. The fuzzy sets used in 

most real-life datasets. Those are differed in heterogeneous 

datasets. But, in our preprocessing technique is able to 

generate such Gaussian-like fuzzy datasets from any real-

life dataset. Numerical data present in most real-life 

datasets translate into Gaussian like fuzzy sets, where in a 

particular data point can belong to two or more fuzzy sets 

simultaneously. And, this simultaneous membership of any 

data point in more than two fuzzy sets can affect the quality 

and accuracy of the fuzzy association rules generated using 

these data points and fuzzy sets [5].  

 

Table 3. T-norms in fuzzy sets 

T-norm 

TM(x, y) = min(x, y) 

TP(x, y) = xy 

TW(x, y) = max(x + y - 1, 

0) 

 

The amount of fuzziness and Gaussian nature of fuzzy 

sets can be controlled using an appropriate value (-2) of the 

fuzziness parameter m. 

4.1.1 Pre-processing Methodology 

    This pre-processing approach consists of two phases: 

1. Generation of fuzzy partitions for numerical    

       attributes 

2. Conversion of a crisp dataset into a fuzzy dataset  

       using a standard way of fuzzy data representation. 

As part of pre-processing, we have used fuzzy k-means 

clustering in order to create fuzzy partitions from the 

dataset, such that every data point belongs to every cluster 

to a certain degree µ in the range [0, 1]. The algorithm tries 

to minimize the objective function:        

    

    N    C 

                   ∑  ∑µij ||xi-cj||
2
 

     i=1j=1 

where m is any real number such that 1 ≤ m < ∞, µo is the 

degree of membership of xi in the cluster j, xi is the ith 

dimensional measured data, cj is the d-dimension center of 

the cluster, and ||*|| is any norm expressing the similarity 

between any measured data and the center. The fuzziness 

parameter m is an arbitrary real number (m > 1) [5].  

 

 

 

 

 

 

 

 

 

Fig 3. Clustered Item sets 

4.1.2 Clustering 

Clustering can be used as a preprocessing step for mining 

association rules. There are many techniques for finding the 

clusters. In proposed method we have used fuzzy k-means 

clustering. It has been used for finding the membership for 

each attribute value, divides the values of each attribute into 

k-clusters (Figure 3). 

4.2 Rule Generation and Rule selection 

This phase deals with the generation and optimization of the 

rules. The combination of a pair of rules must be followed 

below conditions: 

1) The consequent of two rules must be identical. 

2) The rules must not contain similar antecedents on  

        their left-hand sides. 

3) The normalized mutual information of antecedents  

       of two rules is greater than µ. 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 4. Rule generation 

4.3 Algorithm in details 

The proposed algorithm converts each quantitative value into 

a fuzzy set with linguistic terms using fuzzy membership 

functions. And then it calculates the Normalized Mutual 

Information of each attribute on all the transaction data. Using 

these NMI extracts search space after assigning the weights on 

each attribute. The detail of the proposed mining algorithm is 

described as follows: 

1. Computation all the values of normalized mutual 

information between each distinct pair of attributes. 

2.  If a and b are two adjusted attributes then represents 

the strong information relationship between the attributes in 

a WFAR mining problem. We also given the user with the 

flexibility to specify the threshold value μ to assigns the 
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value in the range between [0, 1]. Based upon to the user’s 

requirement, this provides the strongest relationship 

between the attributes.  

4.4 Experimental Result 

We evaluated the performance of our algorithm with real 

datasets. We use Mining Weighted Fuzzy Association Rules 

using Mutual Information (MFARMI) algorithm for 

comparison on the efficiency of the algorithms. The datasets 

are chosen from the commonly used transaction database. 

 

 
 

Fig 5. Comparison of algorithms 

In proposed algorithm does not require minsup and 

minconf measures for evaluation the rules. But to compare 

the runtime of algorithms, we generate various sets of 

WFARMIs at the minimum confidence and minimum 

support thresholds. The number of association rules 

decreases along with an increase in minsup under a given 

specific minconf, which shows an appropriate minsup [3], 

in this approach it can constraint the number of association 

rules. And avoids the maximum occurrence of some 

association rules. 

5. Conclusion 

In order to overcome a QAR problem we can use weighted 

fuzzy association rules using mutual 

information(WFARMI) which provide a smooth boundary, 

where each attribute will have a fuzzy set. To get exact 

fuzzy association rules, information-theoric measure will be 

used. Hence new measure discovers potential frequent item 

sets. Fuzzy logic also employed and assigns weight on each 

item. These new measures, will lead to an efficient and 

scalable algorithm. Also speeding up of the rule generation. 
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