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Abstract:  

One common challenge in classification modeling is the existence of imbalanced classes within the data. If 

the analysis continues with imbalanced classes, it is probable that the result will demonstrate inadequate 

performance when forecasting new data. Various approaches exist to rectify this class imbalance issue, 

such as random oversampling, random undersampling, and the Synthetic Minority Over-sampling 

Technique for Nominal and Continuous (SMOTE-NC). Each of these methods encompasses distinct 

techniques aimed at achieving balanced class distribution within the dataset. Comparison of classification 

performance on imbalanced classes handled by these three methods has never been carried out in previous 

research. Therefore, this study undertakes an evaluation of classification models (specifically Gradient 

Boosting, Random Forest, and Extremely Randomized Trees) in the context of imbalanced class data. The 

results of this research show that the random undersampling method used to balance the class distribution 

has the best performance on two classification models (Random Forest and Gradient Boosted Tree). 
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1. Introduction 

Machine learning methods are divided into two, namely supervised learning and unsupervised learning. 

Supervised learning involves building a statistical model to predict or estimate output results based on one or 

more inputs. While unsupervised learning aims to understand the relationships and structure of data [1]. 

Classification modeling is included in supervised learning, where the algorithm uses one or more inputs to 

build a model and is then used to predict an output. The classification methods used in this research are 

Gradient Boosting (GB), Random Forest (RF), and Extremely Randomized Trees (Extra Trees). 

Gradient boosting is a supervised learning technique based on decision trees. The GB algorithm creates a 

classification tree sequentially by minimizing the loss function [2]. Previous research has applied GB to 

analyze health data. The research results show that GB has better performance and is easier to interpret 

compared to neural networks and linear models [3]. 

In contrast to the GB algorithm which creates classification trees sequentially, the formation of 

classification trees in RF and Extra Trees is done individually or the formation of the next tree is not related 

to the tree that was formed previously. Both of these methods use majority voting to determine the 

prediction results. Determining the best splitting criteria in these three methods uses random selection of 

explanatory variables so that the classification trees formed are not correlated with each other. Apart from 

using random selection of variables, Extra Trees also uses random selection of cut points to determine the 

best splitting, this can make computing time on Extra Trees faster [4]. 

One of the problems often encountered in classification modeling is imbalanced data. Imbalanced 

data is data that has an unbalanced distribution of response variable classes, the number of one class is less 

or more than the number of other data classes [5]. Imbalanced class that is not resolved can affect the 

performance of the model used [6]. The data balancing methods used in this research are Random 

Oversampling, Random Undersampling, and Synthetic Minority Over-sampling Technique for Nominal and 

Continuous (SMOTE-NC). 
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Random Oversampling performs random replication on minority samples to balance the class 

distribution [7]. Meanwhile Random Undersampling used to balance the distribution of each class by 

randomly removing majority class samples [6]. SMOTE-NC is an oversampling technique that uses K-

nearest neighbor characteristics in explanatory variables to produce synthetic data in the minority class [8]. 

Previous research used the oversampling method for classification. The use of the SMOTE-NC method to 

balance the class distribution in previous research was carried out on data from heart failure patients. The 

results of this study show that the heart failure patient data classification model improved the F1 score from 

69.39% to 81.90% after class balancing with SMOTE-NC [9]. 

Based on previous research, classification modeling with balanced classes can improve model 

performance. Therefore, this research compares methods Random Oversampling, Random Undersampling, 

and Synthetic Minority Over-sampling Technique for Nominal and Continuous (SMOTE-NC) on data with 

imbalanced classes. The data used is Telco customer churn data. Classification model performance 

(Gradient Boosting (GB), Random Forest (RF), and Extremely Randomized Trees (Extra Trees)) in 

modeling Telco customer churn data which has balanced class distribution compared to performance using 

accuracy, sensitivity, and specificity values. 

2. Research Method 

2.1 Data 

The data used in this research is Telco customer churn data downloaded from Kaggle. There are 7043 

observations in the Telco customer churn data. This data consists of 19 variables, 18 explanatory variables 

and one response variable. The response variable in this research is Churn (customers who stop using the 

service and still use Telco services). A description of the explanatory and response variables in this study is 

shown in Table 1. 

 

Table1: Description of Variables in Telco Customer Churn Data 

Variable Name Description 

Gender Customer gender (male or female) 

Partners Customer has a partner or not (Yes, No) 

Dependents Customer has dependents or not (Yes, No) 

Tenure The number of months a customer has stayed with the company 

Telephone Service Customer has telephone service or not (Yes, No) 

Multiple Lines Customer has multiple lines or not (Yes, No, No phone service) 

Internet Services Customer internet service provider (DSL, Fiber optic, No) 

OnlineSecurity Customer has online security or not (Yes, No, No internet 

service) 

Online Backup Customer has online backup or not (Yes, No, No internet 

service) 

Device Protection Customer has device protection or not (Yes, No, No internet 

service) 

Tech Support Customer has technical support or not (Yes, No, No internet 

service) 

Stream TV Customer has streaming TV or not (Yes, No, No internet service) 

Streaming Movies Customer has movie streaming or not (Yes, No, No internet 

service) 

Contracts Customer contract term (Month to month, One year, Two years) 

Paperless Billing Customer has paperless billing or not (Yes, No) 

Payment Method Customer payment method (Electronic check, Postal check, Bank 

transfer (automatic), Credit card (automatic)) 

Monthly Charges The amount charged to customers each month 

Total Charges The total amount charged to customers 

Churn Whether customers churn or not (Yes or No) 
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2.2 Random Forest 

The ensemble method is a learning method that combines prediction results from several individual models 

to obtain better performance (accuracy) results [10]. Random Forest is an ensemble method developed by 

Leo Breiman in 2001 [11]. The individual model used in RF is a classification/regression tree. 

This method is a development of Bagging which aims to build trees that are more distinct and not 

correlated with each other [12]. The process of randomly selecting explanatory variables in RF reduces the 

correlation between the trees formed, thereby increasing prediction ability and being more efficient. Some of 

the advantages of RF are that it can overcome overfitting problems, is not sensitive to outliers, and can 

produce good accuracy [13]. The following are the classification stages using Random Forest [14]. 

1. Perform bootstrapping on training data. 

2. Build a classification tree using bootstrapped data. 

3. Choose the best splitting at node t using randomly selected independent variables   √  or   
 

 ⁄  

with p is all of the independent variables in the data. The splitting selection process is repeated until the 

stopping criterion has been reached. 

4. Determine the prediction results of a classification tree. 

5. Steps 1-4 are repeated until b classification trees are obtained. 

6. Determine the prediction results from RF by combining the prediction results from each classification 

tree using majority vote. 

2.3 Gradient Boosting Machine 

It is included in the supervised learning method which is based on decision trees and can be used for 

classification modeling [15]. This method was first introduced by Jerome H. Friedman in 2001. The learning 

procedure in GBMs works sequentially to provide more accurate predictions of response variables [2]. The 

learning procedures for GBMs are as follows [16]. 

Input: 

1. Data consisting of independent variables (X) and a response variable (Y) with a number of N 

observations. 

2. The number of iterations is M. 

3. Loss-function        

4. Learning base model       

Algorithm: 

1. Initialize with a constant value. ̂  

2. For     to M: 

3. Calculate negative gradient:      

        [
          

     
  ]

      ̂      
    (2) 

4. Arrange new learning base functions         

5. Determine the best gradient descent step-size(  ): 

          ∑  [    ̂                 ]
 
      (3) 

6. Update prediction function: 

 ̂   ̂                    (4) 

7. Output result:  ̂  
 

 

 

2.4 Extremely Randomized Trees (Extra Trees) 
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Extra Trees was developed by Pierre Geurts, Damien Ernst, and Louis Wehenkel in 2006. As the name 

suggests, Extremely Randomized Trees, this method carries out extreme randomization. Randomization in 

Extra Trees is not only carried out when selecting explanatory variables but also when selecting cut points. 

In addition, Extra Trees does not use bootstrap data to build each classification tree. The data used to build 

each classification tree in Extra Trees is the entire training data. Extra Trees also does not perform pruning 

when building a classification tree. The following is the algorithm from Extra Trees [4]. 

1. The formation of a classification tree in Extra Trees is carried out using all training data. 

2. Stages of selecting the best splitting: 

a. Randomly select m independent variables. 

b. Randomly select k cut points. 

c. Determining the best splitting. 

d. Steps a to c are repeated until the stopping criteria are reached so that prediction results from one 

classification tree are obtained. 

3. Steps 1-2 are repeated until a classification tree is formed. 

4. Determine the prediction results from Extra Trees by combining the prediction results from each 

classification tree using majority vote. 

2.5 Measures of Model Performance 

The measure of model performance in classification is used to see the accuracy of a model in predicting a 

class in the data. In classification modeling, the measure of model performance is calculated using a 

confusion matrix. Confusion matrix is a matrix that shows predicted and actual classification. Table 2 shows 

the confusion matrix for classification of two classes [17]. 

Table 2: Confusion Matrix 

  Prediction 

Positive Negative 

Actual Positive True Positive (TP) False Negatives (FN) 

Negative False Positives (FP) True Negative (TN) 

  

Confusion matrix can be used to calculate measures of model performance such as accuracy, sensitivity, and 

specificity. The definition and formula of these measures of model performance are as follows [18]. 

 

a. Accuracy 

Accuracy is the proportion of the number of observations that are predicted correctly. Accuracy can be 

calculated using equation 5. 

        
     

           
     (5) 

b. Sensitivity 

Sensitivity is a measure of the performance of the classification algorithm in classifying data in the 

positive class. Sensitivity can be calculated using equation 6. 

            
  

     
      (6) 

c. Specificity 

Specificity is a measure of the performance of the classification algorithm in classifying data in the 

negative class. Specificity can be calculated using equation 7. 

            
  

     
      (7) 

2.6 Data Analysis Stages 
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Data analysis in this research was carried out using R software. The stages of data analysis carried out were 

as follows. 

1. Exploring Telco customer churn data. 

2. Dividing the data into training data and test data with proportions of 85% and 15%. Training data is 

used to build the model while test data is used to evaluate the model performance. 

3. Handling the problem of class imbalance in Telco customer churn data using Random Oversampling, 

Random Undersampling, and SMOTE-NC techniques. 

4. Carrying out the training process using training data that has not been balanced and training data that 

has been balanced. The training process is carried out using the GB, RF and Extra Trees methods. 

5. The best model from each method that was obtained from stage 4 was then evaluated for its 

performance using accuracy, sensitivity and specificity. 

3. Results and Discussion 

3.1 Data Exploration 

Telco Customer Churn data has 18 explanatory variables and one response variable consisting of two 

categories, namely Yes (customer stops using the service) and No (customer does not stop using the 

service). Figure 1 provides information regarding the percentage of discrete (categorical) and continuous 

variables contained in the data. Moreover, Figure 1 also shows that there are no missing observations in this 

data, so missing data was not handled in this study. 

 

 
Figure 1: Information related to Variables in Telco Customer Churn Data 

 

Figure 2 shows the proportion of each category in the response variable (Churn). The different 

percentage values for the two categories indicate that the response variable classes in the Telco Customer 

Churn data are imbalance. The percentage for the Yes category is 26.6% while the No category has a 

percentage of 73.4%. This shows that the majority of customers do not stop using the service. Even though 

the majority of customers are still using the service, if we look at the number of customers who have left the 

service, there are still 1873 customers. 

 

 
Figure 2: Proportion of Response Variable Categories (Churn) 
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3.2 Classification Models 

The classification model is built using training data that has been balanced and training data before being 

balanced, so that we can see the effect of imbalanced data on model performance. The following are the 

performance results of three classification models for each method. 

 

1. Gradient Boosting (GB) 

 

Table 3: Performance Measure of the Gradient Boosting Model on Telco Customer Churn 

Data 

Data 

Measure of 

model 

performance 

Value 

Average of Accuracy, 

Sensitivity, and 

Specificity 

Original Data 

Accuracy 0.7875 

0.7134 Sensitivity 0.9134 

Specificity 0.4393 

Balanced class data 

(SMOTE-NC) 

Accuracy 0.7666 

0.7289 Sensitivity 0.8307 

Specificity 0.5893 

Balanced class data 

(oversampling) 

Accuracy 0.7571 

0.7267 Sensitivity 0.8088 

Specificity 0.6143 

Balanced class data 

(undersampling) 

Accuracy 0.7486 

0.7557 Sensitivity 0.7364 

Specificity 0.7821 

 

2. Random Forest (RF) 
 

Table 4: Performance Measure of The Random Forest Model on Telco Customer Churn Data 

Data 

Measure of 

model 

performance 

Value 

Average of Accuracy, 

Sensitivity, and 

Specificity 

Original Data 

Accuracy 0.7846 

0.7111 Sensitivity 0.9096 

Specificity 0.4393 

Balanced class data 

(SMOTE-NC) 

Accuracy 0.7619 

0.6901 Sensitivity 0.7619 

Specificity 0.5464 

Balanced class data 

(oversampling) 

Accuracy 0.7742 

0.7280 Sensitivity 0.8527 

Specificity 0.5571 

Balanced class data 

(undersampling) 

Accuracy 0.7249 

0.7454 Sensitivity 0.6899 

Specificity 0.8214 
 

3. Extremely Randomized Tree (Extra Trees) 
 

Table 5: Performance Measure of the Extra Trees Model on Telco Customer Churn Data 

Data 

Measure of 

model 

performance 

Value 

Average of Accuracy, 

Sensitivity, and 

Specificity 

Original Data Accuracy 0.7628 0.6924 
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Sensitivity 0.8824 

Specificity 0.4321 

Balanced class data 

(SMOTE-NC) 

Accuracy 0.7666 

0.7289 Sensitivity 0.8307 

Specificity 0.5893 

Balanced class data 

(oversampling) 

Accuracy 0.7647 

0.6909 Sensitivity 0.8902 

Specificity 0.4179 

Balanced class data 

(undersampling) 

Accuracy 0.7201 

0.7120 Sensitivity 0.7339 

Specificity 0.6821 
 

3.3 Model Performance Comparison  

The results above show that when training data is used without balancing to build a classification model, the 

specificity value will be low. Specificity is a performance measure of the classification algorithm in 

classifying data in the negative class. In the Telco Customer Churn classification model, the negative class 

used is the "Yes" category (customers stop using Telco services). Therefore, the model built using training 

data without balancing has poor classification ability when used to predict customers in the "Yes" category. 

The low specificity value in the model without balancing indicates that it is necessary to balance the data 

before modeling. 

The performance of the model built using data with the SMOTE-NC balancing technique apparently 

still has a low specificity value. A low specificity value indicates that the classification model built is less 

capable of detecting "Yes" class customers. The random undersampling balancing technique provides the 

best performance results on two classification models (Random Forest and Gradient Boosting). This is 

because this model has accuracy, sensitivity, and specificity values that are not much different. So apart 

from being able to classify customers who have not left the service, this model is also able to classify 

customers who have stopped using Telco services. Therefore, in the case of Telco Customer Churn, the best 

balancing technique is random undersampling. 

4. Conclusions 

Classification modeling on Telco Customer Churn data is carried out using three methods, namely Gradient 

Boosting (GB), Random Forest (RF), and Extra Trees. The problem of imbalanced data in this analysis was 

handled using random undersampling, random oversampling, and SMOTE-NC techniques. Models with 

training data balanced using random undersampling techniques produce better performance compared to 

random oversampling and SMOTE-NC. This is because the model produced from balanced training data 

(random oversampling technique and SMOTE-NC) has a low specificity value, which means that the model  

disable to predict customers who leave Telco services or the "Yes" category accurately. 

There are two models with the best performance, the first model is obtained from the Gradient 

Boosting (GB) model which was built using data that has been balanced using random undersampling 

techniques. This model has an accuracy of 74.68%, specificity of 78.21%, and sensitivity of 73.64%. The 

second-best model was obtained from the Random Forest (RF) model which was built using data that had 

been balanced using random undersampling techniques. This model has an accuracy of 72.49%, specificity 

of 68.99%, and sensitivity of 82.14%. Therefore, in the case of Telco Customer Churn, the best class 

balancing technique for data is random undersampling. 
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