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Abstract:  

Every sector of business is getting more competitive as time passes. More and more companies are 

offering services to people. Banking sector is no different. With the plethora option customer has in terms 

banking, holding on to customer may prove difficult for banks. The aim of this research is to build a 

system that will help banks to predict which customers are likely going to churn and allow them to take 

precaution to stop customers from leaving. In this study we have used classifiers such as: K-Neighbors, 

Random Forest, XGboost, Adaboost classifiers and Ensemble Model (Stacking Technique) that uses all of 

these models together. The experimentation was conducted on a dataset from Kaggle. The dataset used in 

this research was heavily imbalanced. So, different oversampling methods like Random Oversampling and 

SMOTE-ENN have been used. In data preprocessing, label encoding, as well as normalization method was 

done and for validation K-folding technique (K=5) have been used. The highest accuracy has been 

achieved by using Random Oversampling with Ensemble Model (Stacking) which is 97.31% (std: 0.0033, 

k=5). The 99% confidence interval for the model's accuracy is [0.956, 0.988]. 

 

Keywords: Customer churn Prediction, Machine Learning, Oversampling, Ensemble Model, K-fold 
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1.  Introduction: 

Customer churn, the likelihood of customers discontinuing business with a company, is a critical concern for 

enterprises spanning various industries, including finance, telecommunications, and online services. The 

duration a customer stays with a company directly influences their lifetime value, highlighting the imperative 

nature of addressing churn issues. Retaining existing customers proves to be more cost-effective than 

acquiring new ones, emphasizing the pivotal role of customer relationship enhancement in business success 

[1]. This paper delves into customer churn prediction as the primary strategy for proactive churn prevention. 

Identifying customers prone to defection in advance allows companies to implement targeted initiatives, 

such as special programs or incentives, to mitigate churn risk.  

The widely adopted binary classification model is employed for this purpose, categorizing customers as 

likely to churn or not [2]. Various methodologies, including AdaBoost classifier, Random Forest, KNN, 

XGB have been explored to address this challenge. While decision tree-based algorithms reveal 

classification rules and neural networks determine prediction probabilities, both lack explicit expression of 

uncovered patterns. Genetic algorithms, although accurate, face challenges in determining prediction 

likelihoods, hindering their applicability to churn prediction tasks requiring customer ranking. Scholars have 

introduced alternative methods, such as Bayesian classifiers, improved one-class SVM, sequential pattern 

association analysis, and survival analysis, each contributing to the growing landscape of churn prediction 

techniques [1]. Notably, Lemmens and Croux pioneered the application of ensemble learning algorithms, 

specifically bagging and stochastic gradient boosting, demonstrating significant improvements in prediction 

accuracy for a U.S. wireless telecom company's customer database [3]. Customers can readily switch from 

one organization, such as a bank, to another in pursuit of improved service quality or more competitive 

pricing. Organizations widely acknowledge that acquiring new customers is significantly more challenging 

and costly than retaining existing clients [4]. Organizations face the challenge of delivering reliable services 

to customers while maintaining a good working partnership with them. One of their primary focuses is on 

customer churn, which occurs when clients or subscribers discontinue their engagement with a company or 
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service. Winning new business from clients involves going through the sales pipeline, while customer 

retention is typically more cost-effective. Therefore, the need for a system that can accurately predict 

customer churn in the early stages is crucial for any organization [5].  

We use 5 different machine learning techniques to predict customer churn in the banking sector: AdaBoost 

classifier, XGB, k-nearest Neighbor (KNN) Random Forest (RF) and a stacking model. To find the most 

accurate model, conducted experiments using these classifiers under different conditions and performed 

feature selection methods to identify the most relevant features. The experimentation was conducted on the 

churn modeling dataset from Kaggle. Dataset was preprocessed using proper techniques such as label 

encoding and normalization. To prove model consistency K-fold validation was performed and 99% 

confidence interval was calculated after 1000 iteration. We believe that our research will make a significant 

contribution to the field of prediction of bank churn. This paper aims to build a framework that can predict 

client churn in the banking sector using some Machine learning techniques.  

 

The remainder of this paper is structured as follows. In Section 2, we explain the related work. Dataset, 

preprocessing, machine learning models are presented in Research Methodology in Section 3. We explain 

the experiment results and discussion about them in Section 4. Some concluding remarks and ideas for 

future work are given in Section 5. 

2. Literature Review: 

Research on predicting churn for bank customers has garnered significant attention in recent years, 

particularly with the advancement of artificial intelligence techniques. This highlights the growing 

importance of customer retention in the banking industry, focusing on various methodologies and techniques 

for forecasting customer churn using data analytics and machine learning.  

The Analytics Department et al. proposed a comprehensive study using statistical and machine learning 

models, including Random Forest, ANN, XG-BOOST,  

Decision Tree, and Logistic Regression, to investigate churn prediction for savings account customers in 

Indian commercial banks[6]. With a 78% accuracy rate in predicting customer attrition, the Random Forest 

model performs better than the others. Customer vintage, age, average balance, occupation code, population 

type, average debit amount, and transaction frequency are important influencing factors. The study 

emphasizes how much less expensive it is to retain current customers as opposed to finding new ones and 

suggests tailored advertising campaigns to reduce attrition. The conclusion adds important context to the 

literature on machine learning models for predicting customer churn in the banking industry and emphasizes 

the need to improve customer satisfaction to reduce churn and preserve deposits.  

Shao Jinbol et al. proposed a comprehensive study that examines the use of AdaBoost for customer churn 

prediction in CRM by contrasting its versions—Real, Gentle, and Modest AdaBoost—on a credit debt 

database from a Chinese bank [7]. It emphasizes how much less expensive it is to keep current clients than to 

find new ones. When it comes to prediction accuracy, AdaBoost beats SVM. The paper discusses attribute 

selection, sampling, and data processing, demonstrating the effectiveness of AdaBoost—particularly Real 

and Gentle AdaBoost—in managing unbalanced datasets. In identifying high-risk customers and improving 

CRM strategies, the conclusion highlights AdaBoost's usefulness.   

Alisa Bilal Zorić et al. Express uses data mining, specifically neural networks, to predict customer churn in 

the banking industry [2]. It identifies customers at risk of leaving and determines the value of retaining them. 

The study uses the Alyuda NeuroIntelligence software package and real-world data from a small Croatian 

bank. The key findings suggest that clients using more bank services are more loyal, emphasizing the 

importance of retaining customers with fewer than three products. The methodology involves iterative data 

mining, including problem definition, data gathering, model building, and knowledge deployment. The study 

emphasizes the importance of tailoring services to different customer segments, such as students, and the 

limitations of neural networks.  

Manas Rahman et al. proposed The study uses KNN, SVM, Decision Tree, Random Forest classifiers with 

mRMR and Relief feature selection, oversampling for data imbalance, and other techniques to address 

customer churn in the banking sector [8]. The Random Forest model with post-oversampling attains the 

highest accuracy of 95.74% when it is applied to a Kaggle dataset containing 10,000 clients. In support of 

larger datasets, the conclusion advocates for customer retention with more products while acknowledging 

data limitations. Certain classifiers are impacted by feature selection, but tree classifiers are not. Model 
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accuracy in churn prediction is not specifically discussed in the study; instead, it is mentioned in passing in 

the literature review.  

Shaoying Cui et al. proposed a comprehensive study that highlights the value of big data in customer 

relationship management and focuses on using an improved Fuzzy C- 

Means (FCM) algorithm to predict customer attrition in the banking industry [9]. The suggested algorithm is 

effectively implemented on actual data from a commercial bank and includes an improved validity function 

that takes into account separation and compactness measures. The findings show that customer clusters 

including stable, lost, gold, and churn groups can be identified with a high degree of accuracy. The paper, 

however, would benefit from a more in-depth analysis of the predictive accuracy of the algorithm. The 

literature review is also mentioned in passing, and investigating different data mining techniques would 

improve the paper's value to the field.  

Vijayakumar Bharathi S et al. proposed the study uses machine learning techniques to predict youth 

customer defection in retail banking[10]. To predict churn, the authors gathered data from 602 young adult 

bank customers in India and used a variety of machine learning algorithms, including ensembles. The 

effectiveness of the ExtraTreeClassifier model was demonstrated by its 92% accuracy rate and 91.88% 

AUC. According to the study, accessibility to ATMs, zerointerest personal loans, the lack of mobile banking, 

and customer service are all important churn drivers. The study highlights the value of customer retention for 

the banking sector, especially for the younger, tech-savvy demographic. The results fill a research gap in the 

retail banking industry regarding churn prediction, and they provide banks with useful information to 

improve customer retention.  

Amgad Muneer et al. addressed the critical problem of forecasting customer attrition in the banking sector, 

highlighting the importance of client retention for bank expansion and profitability [11]. They suggested 

utilizing three intelligent models—Random Forest (RF), AdaBoost, and Support Vector Machine (SVM)—

in a machine learningbased approach. The study demonstrated that the Random Forest model outperformed 

the other models with an astounding 91.90 F1 score and an overall accuracy of 88.7%, especially when used 

in conjunction with the Synthetic Minority Oversampling Technique (SMOTE) to handle imbalanced data. 

The authors pre-processed the data, carried out a comprehensive exploratory data analysis, and used SMOTE 

to balance the dataset. The suggested Random Forest predictor had an advantage over other models in 

predicting customer attrition in the banking industry, as demonstrated by a literature review and comparison. 

The study's results provide valuable insights for banks to strategize and implement customer retention 

measures effectively.  

 

Seyed Hossein Iranmanesh et al. focus on predicting customer churn for a retail bank in Iran using advanced 

data analysis techniques [12]. The model uses machine learning tools and deep learning techniques, 

specifically a neural network model, to classify customers based on their churn rate. The study highlights the 

importance of understanding customer dynamics and behavior for effective retention, particularly in the 

banking sector. Job types, age, and occupation demographics play a significant role in customer churn, with 

food services and technical-economic sectors showing the highest rates. The model's validation involves 

presenting results to the bank's business analysis unit   
 

Table 1. Summary of existing literature in Predicting Churn for Bank Customers 
Reference Title of the paper Models  Accuracy Limitations 

[5]  Analysis and prediction of bank 

user chum based on ensemble 

learning algorithm  

  

- Catboost,  

Lightgbm, and  

Random  

Forest  

highest accuracy 

of 90% 

 

 

 

 

 

 

Uses quarterly data, but 

considering temporal 

dependencie s could 

improve predictions due to 

potential changes in 

customer behavior over 

time.   

[6]  Churn Prediction for Savings Bank  

Customers: A Machine Learning 

Approach  

  

 

Random Forest, ANN, 

XG-BOOST,  

Decision Tree, and 

Logistic Regression    

highest accuracy 

of 78% 

Details about the 

parameters used in the 

models, especially for 

Random Forest, are not 

provided.  
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[7]  The  

Application of AdaBoost in 

Customer Churn  

Prediction  

AdaBoost, SVM  highest accuracy 

of 80% 

 

 

 

 

The paper briefly touches 

upon the issue of imbalanced 

datasets and the use of 

balanced sampling 

 

 

[8]  Machine Learning Based Customer 

Churn Prediction in Banking  

  

KNN, SVM,  

Decision Tree,  

Random  

Forest  

highest accuracy 

of 95.74% 

 

 

 

 

 

Sensitivity analysis of 

interval variables and the 

potential computation 

al requirement s associated 

with the proposed method.   

[10]  An Ensemble Model for Predicting 

Retail Banking Churn in the Youth 

Segment of Customers  

  

ExtraTreeClassifier  highest accuracy 

of 92% 

The study's results may be 

biased due to the small 

sample size of 1524 

customers from a single 

bank.  

  

[11]  Predicting customers churning in 

banking industry: A machine 

learning  

approach  

  

Random Forest (RF), 

AdaBoost, and 

Support Vector 

Machine (SVM)  

highest accuracy 

of 88.7% 

 

 

 

 

Lack of specifics on the 

preprocessing steps used in 

the data makes it challenging 

to evaluate their influence on 

the results.  

[13]  Customer churn prediction using 

improved balanced random  

forests  

decision trees, artificial 

neural networks, and 

class-weighted core 

support vector 

machines  

 

The study focuses on the 

banking industry. It is 

unclear how well IBRF 

would perform in other 

industries or with  

 

Table-1 shows the summary of the extensive literature review that has been done. It shows the highest 

accuracy among existing research is 95.74%. 

3. Research Methodology: 

The methodology of our research is presented in Figure 1.  The very first step was collecting a dataset from 

Kaggle. After that the data was pre-processed using proper pre-processing technique like label encoding, 

normalization etc. Then among the available features; some features that holds more significance were select 

to train the models. The models that were used in this research are Random Forest, AdaBoost, KNeighbors, 

XGBoost and an Ensemble model that have Random Forest, AdaBoost, XGBoost as base models and 

Random Forest for final model.  These model’s performances are than evaluated based on different metrics 

to find the best models. The metrics that we used were accuracy, precision, recall and f1-score. 

 

Data Preparation: Split dataset D into Dtrain and Dtest . Apply oversampling techniques to Dtrain to get Dsmote-

enn and Drandom 

 

Training: For each model M∈{RF,AB,KNN,XGB,Stack} where Stack= Ensemble(RF(RF,AB,XGB)) and 

each dataset Dtrain ∈{Dtrain, Dsmote-enn, Drandom}.train using M and evaluate  

 

Evaluation and Selection: Perform k-fold validation for each model on Dtest a compute CVScore. Select the 

best model as Best Model =arg max {accuracy, recall, precision, f1-score}. 
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Fig 1. Methodology 

Dataset and Pre-processing: 

We have collected a ―Predicting Churn for Bank Customers‖ dataset from Kaggle. The dataset has 14 

columns and 10000 data points. All of these 14 features will not be used to train the models. To understand 

the significance of each feature we can look correlation matrix. For summarizing the dataset and identifying 

the patterns and relationships between feature value and target value correlation matrix was generated. 

 

Fig 2. Correlation Matrix 

 

From the correlation matrix shown in Figure 2, we can say no individual feature affects too much the target 

variable but together it makes a result. In order to create an accurate prediction model, we need to utilize 

multiple features. 

Only the surname, rownumber and customerId these three columns have been dropped. To train the model 

CreditScore, Geography, Gender, Age, Tenure, Balance, NumOfProducts, HasCrCard, IsActiveMember, and 

Estimated Salary these features were used. In table-2, the description of the selected features has been given 
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The target column is excited. If exited is 0 that means customers exit on the other hand 1 means customers 

will continue with this bank.  

 

Table 2. Selected Features for Model Training 

 

Features Description 

Credit Score The credit score of a customer can provide insights into their creditworthiness and 

financial stability.  

Geography The geographical location of a customer may play a role in their likelihood to churn due 

to cultural or economic factors 

Gender Gender can sometimes be a relevant factor, as certain industries may have different churn 

patterns for male and female customers. 

Age Age is often a significant predictor, as younger or older customers may have different 

behaviors and preferences 

Tenure 

 

The length of time a customer has been with the company can be indicative of loyalty and 

satisfaction. 

Balance The account balance of a customer can be a relevant factor, as high balances might 

indicate engagement, while low balances might suggest dissatisfaction. 

Number of 

Products 

The number of products a customer has with the company may impact their likelihood to 

churn. 

Has Credit Card 

(HasCrCard) 

Whether a customer has a credit card with the company might influence their decision to 

stay or leave. 

Active Member Whether a customer is an active member or not can be crucial, as engaged customers are 

less likely to churn. 

Estimated 

Salary 

The estimated salary of a customer can provide additional context about their financial 

situation. 

 

Standard pre-processing steps has been applied before training the model. Since the dataset was a clean 

dataset pre-processing became a bit easier. Label encoder on the features that are categorical. Normalization 

was implanted for numeric features. Since the dataset was extremely imbalanced 3.91:1 oversampling was 

important. For data oversampling we used both Random over sampling and SMOTE-ENN.A statistical 

technique is what the synthetic minority oversampling technique (SMOTE) is. The objective of this strategy 

is to progressively add more examples to our collection in a balanced way. To feed our model, we take our 

current minority situations and create new instances of them. Because the technique takes a sample of the 

feature space for each target class and its closest neighbors, new instances are not just duplicates of existing 

minority cases; rather, they incorporate features from the target case and those from its neighbors. On the 

other hand, Random oversampling is much simpler. It just randomly generates more sample in the minority 

class. It is the easiest oversampling method. The oversampling technique is presented in Figure 3. 

 

 
Fig 3. Over Sampling Technique 
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Machine Learning Models: 

A. Random Forest  

Random forest is an algorithm technique that combines multiple decision trees to get the optimal result [20]. 

It is an ensemble model. For training the decision trees random forest uses bootstrapping method. To predict 

when predicting class of a datapoint; each decision tree makes a prediction and final prediction is made after 

voting. The datapoint is assigned to the class that got the most vote. To enhance classification performance, 

especially for ambiguous data, a broad granular random forest technique is suggested [15] 

 

Let 𝐷 be the original dataset with 𝑁 samples. Random Forest creates 𝑇 bootstrap samples 𝐷1,𝐷2,…,𝐷𝑇 

from 𝐷. Each bootstrap sample 𝐷𝑡 is obtained by randomly sampling with replacement. 

𝐷𝑡=BootstrapSample(𝐷) 

Each decision tree Treet  is trained on its respective bootstrap sample 𝐷𝑇 using the subset of features Ft at 

each node split. Treet=TrainDecisionTree(Dt,Ft) 

For a new sample x, each tree Treet makes a prediction. The final prediction 𝑦^is obtained by aggregating the 

predictions from all trees 

 
 

where I (⋅) is an indicator function that equals 1 if Treet(x) equals class c, and 0 otherwise. The prediction is 

the class with the most votes. 

 

B. Adaboost Classifier  

For classification problems, the Adaboost classifier has demonstrated great accuracy in different applications 

[18]. It is model that utilizes boosting technique; it trains a lot of weak learners to get a strong learner [21]. 

The final prediction is a weighted vote of the predictions from all weak learners 

 

It starts by assigning equal weights to all training samples. If there are 𝑁 samples, each sample 𝑖  
𝑤𝑖=        =N1 

In each iteration 𝑡, A weak learner is trained on the weighted training data and he goal is to find a weak 

learner that minimizes the weighted error 𝜖𝑡. 

 

Compute the weight 𝛼𝑡  of weak learners based on its error: 

 

Increase the weights of misclassified samples and decrease the weights of correctly classified samples: 

 

After training a fixed number of weak learners or reaching a stopping criterion, combine them into a final 

strong classifier. 

 
 

C. KNeighborsclassifier  

KNeighborsClassifier is a type of instance-based learning where the model does not explicitly learn a 

training function [22]. It actually remembers the training instances and makes prediction based on how 

similar the new datapoint is to previously trained instances. It gets assigned to the class of the datapoint that 

it is closet to.To classify a new sample, the algorithm calculates the distance between the sample and all 

points in the training dataset.  
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where 𝑥 is the new sample, 𝑥𝑖 is a training sample, and 𝑑 is the number of features. The algorithm identifies 

the 𝑘 closest training samples to the new sample based on the calculated distances. 

For classification, the class label of the new sample is determined by a majority vote among its 𝑘 nearest 

neighbors. 

 
 

D. XGBoost Classifier  

XGBoost (Extreme Gradient Boosting) is a highly efficient and scalable implementation of gradient boosting 

designed to improve the performance and accuracy of machine learning models [23]. It works similar to 

Adaboost, it combines weak learners to create a new strong learner. t optimizes the model by minimizing a 

loss function using gradient descent. The algorithm iteratively adds trees that reduce the residual errors 

(differences between actual and predicted values) of the previous model. 

 

Loss = Objective Function + Regularization Term 

 

XGBoost constructs trees sequentially, with each tree trying to correct the errors of the combined ensemble 

of previous trees. 

 

The algorithm uses gradient descent to minimize the objective function. During each iteration, the algorithm 

computes gradients of the loss function and updates the model accordingly. 

 

Where 𝑔𝑖, ℎ𝑖 are the gradient and Hessian (second derivative) of the loss function. 

 

XGBoost includes L1 (lasso) and L2 (ridge) regularization to prevent overfitting 

 
E. Ensemble Model (Stacking)  

A variety of systems can function better when Ensemble models are employed. The Ensemble Model Output 

Statistics (EMOS) is a popular parametric technique for calibrating ensemble forecasts in the field of 

weather forecasting. Ensemble learning combines multiple machine learning models into a single model. For 

prediction multiple techniques can be used like bagging, boosting and stacking. We have used the stacking 

method. In our stacking model we used Random Forest, XGBoost and Adaboost as base models and 

Random Forest as the meta (final) model since it’s the algorithm that achieved highest accuracy among all 

the algorithms. The final models take the base model’s prediction as input and as output predict the class.  

 

Let 𝑓𝑖(X) denote the prediction of the 𝑖-th base model, where 𝑖∈ {𝑅𝐹, 𝑋𝐺𝐵, 𝐴𝐵} For input features 𝑋, the 

predictions from each base model can be written as: 

 

PRF=f RF (X) 

PXGB=f XGB (X) 

PAB=f AB (X) 



Omar Faruq Shikdar, IJSRM Volume 12 Issue 09 September 2024                                    EC-2024-1442 

 

Where 𝑓𝑖(X) represents the predictions from the base models 

Let gRFmeta(Xstacked) denote the meta-model (Random Forest) function. The final prediction 𝑦^ is given by: 

 
 

Validation: 

Validation is an important factor to determine how consistent a model is. To evaluate model performance 

multiple validation techniques can be utilized. K-fold validation was implanted in this research. In k-fold 

validation dataset is split into k-parts, then only one of those parts are used as test data and the rest are used 

for training the model. This process continue until all the parts has been used as test data.  K-fold validation 

can determine whether a model is truly a high performance. For k fold validation we used k=5. Figure-4 

shows k-fold validation technique.  

 

 

Fig 4. K-fold Validation  

4. Result and Discussion: 

In the following section, Firstly, we discuss the results obtained from the experiments conducted in this 

study. Then, the comparative analysis was provided to provide the readers with a clear comparison between 

the proposed classifiers in this study and the state of the art.  Accuracy, Precision, Recall and F1-Score these 

4 popular evaluation metrics were used for comparison. 
 

Evaluation Metrics: 

 
a) Accuracy:  

 accuracy =   

b) Precision:  

 Precision =   

c) Recall:  

 Recall =   

d) F1 Score:  

 F1 score =   
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Table 3. The performance of proposed models on original data before oversampling 
Classifiers (%) Recall  F1-Score  Precision  Accuracy (%) 

Random Forest 0.45 (std:0.0020) 0.56 (std: 0.0272) 0.77 (std: 0.0229) 86.04% (std: 0.0053) 

Adaboost Classifier 0.47 (std: 0.0300) 0.57 (std: 0.0229) 0.72 (std: 0.0259) 85.46% (std: 0.0060) 

K-Neighbors Classifier 0.08 (std: 0.0154) 0.12 (std: 0.0214) 0.22 (std: 0.0343) 75.61% (std: 0.0029) 

XGBoost classifier 0.49 (std: 0.0259) 0.58 (std: 0.0179 0.71 (std: 0.0189) 85.46% (std: 0.0046) 

Ensemble Model 
(Stacking Technique) 

0.56 (std: 0.0162) 0.47 (std: 0.0105) 0.72 (std: 0.0250) 
85.19% (std: 0.0071) 

 

Table 4. The performance of proposed after SMOTE-ENN oversampling 
Classifiers (%) Recall  F1-Score  Precision  Accuracy (%) 

Random Forest 0.91 (std: 0.0118) 0.89 (std: 0.0091) 0.87 (std: 0.0082) 87.43% (std: 0.0101) 

Adaboost Classifier 0.87 (std: 0.0159) 0.86 (std: 0.0119) 0.85 (std: 0.0113) 83.95% (std: 0.0129) 

K-Neighbors Classifier 0.94 (std: 0.0052) 0.9038 (std: 0.0073) 0.87 (std: 0.0151) 88.82% (std: 0.0094) 

XGBoost classifier 0.90 (std: 0.0077) 0.89 (std: 0.0050) 0.88 (std: 0.0127) 88.01% (std: 0.0065) 

Ensemble Model 
(Stacking Technique) 

0.89 (std: 0.0113) 0.89 (std: 0.0086) 0.89 (std: 0.0094) 87.68% (std: 0.0043) 

 

Table 5. The performance of proposed models after Random oversampling 
Classifiers (%) Recall  F1-Score  Precision  Accuracy (%) 

Random Forest 0.98 (std: 0.0018) 0.96 (std: 0.0028) 0.93 (std: 0.0063) 95.37% (std: 0.0030) 

Adaboost Classifier 0.74 (std: 0.0068) 0.76 (std: 0.0050) 0.78 (std: 0.0043) 76.90% (std: 0.0044) 

K-Neighbors Classifier 0.81 (std: 0.0088) 0.73 (std: 0.0066) 0.66 (std: 0.0071) 69.36% (std: 0.0078) 

XGBoost classifier 0.92 (std: 0.0068) 0.89 (std: 0.0058) 0.87 (std: 0.0086) 89.15% (std: 0.0062) 

Ensemble Model 
(Stacking Technique) 

0.97 (std: 0.0048) 0.97 (std: 0.0025) 0.98 (std: 0.0033) 97.31% (std: 0.0037) 

 

Table 3 represents the performance of the models on original data. As we can see in the table-3 Random 

Forest has achieved the best accuracy with 86.04%. But we can see that just like the other models it has 

terrible recall, f1-score and even the precision is not great. The other model’s performance was also terrible. 

After applying SMOTE-ENN we see a far better result shown in table-4. The most improvement can be 

noticed in K-Neighbors Classifier which achieved the highest accuracy of 88.82%. All the model’s accuracy 

was over 83% which indicates a big improvement. After applying Random Oversampling, we can see a 

similar improvement of result illustrated in table-5. Only Adaboost and K-Neighbors Classifier accuracy 

have become lower but there is massive improvement in precision, recall and f1-score just like the other 

models. The other three models’ performance went up on all four metrics  

 

In summary, for Random Forest and XGboost and Ensemble Model their performance become better for 

both Random Oversampling and SMOTE-ENN. But they were significantly better after applying Random 

Oversampling. For Adaboost its accuracy drops a lot after Random Oversampling but for SMOTE-ENN it’s 

accuracy stays almost similar. In both cases there are massive improvements in the other three metrics. In 

case of K-Neighbors its accuracy drops but other metrics have improved after Random oversampling. But 

after applying SMOTE-ENN we see improvement in all metrics. We have done K-fold validation on all of 

them. Ensemble Model has achieved the highest accuracy of 97.31% after random oversampling. 

 

The results based on Ensemble Model are substantially higher than those based on other models, as tables 

3,4 and 5 demonstrate. Ensemble model accuracy is high in all three methods. To predict customer churn in 

the banking sector, we consequently chose the Ensemble model (stacking).  

 

After a thousand iterations, the 99% confidence interval for the model's accuracy is [0.956, 0.988]. We know 

that, 
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For 99% confidence interval z=2.576 

Our Model’s Standard Error, SE=0.62, Mean, x=97.15% Margin of error, ME= 2.576×0.62= 1.6 

Confidence Interval, CI= 97.15 ± 1.6 = [0.956,0.988] 

 

 

Fig 5. Confusion Matrix for Ensemble Model 

 

The confusion matrix in Figure 5 illustrate how impressive the ensemble model is. It made only 4 wrong 

prediction. It’s accuracy for identifying both class accuracy is an amazing feat. This confusion matrix further 

proves the effectiveness of ensemble modeling technique and random oversampling technique. Figure 6  on 

the other hand shows the ROC curve of confusion matrix. As expected AUC (Area Under the Curve) is 1, 

the highest possible value for ensemble modeling. It is a further testamant to the effectiveness of our 

proposed methodology. It handled the issue of imbalanced dataset emaculately. 

 

The comparison is limited to the available metrics, but it essentially demonstrate that the proposed method 

potential for predicting customer churning in the banking industry. The best model is Ensemble Model 

(Stacking) with an accuracy of 97.31% (std: 0.0037), a Precision Score of 0.98 (std: 0.0033), a F1-score of 

0.97 (std:0025) and a recall score of 0.97 (0.0048), using random oversampling , validated by k-fold 

validation (k=5) 

 

Fig 6. ROC Curve for Ensemble Model 
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5. Conclusion: 

An important development in the financial industry, the study of churn prediction for bank customers 

provides useful information and instruments to help banks take proactive measures to manage their client 

base. The researchers employed five different models and concluded that Ensemble Model (Stacking 

Technique) that uses Random Forest, AdaBoost Classifier, and XGBoost classifiers as base models and 

Random Forest as the final model returns the best result. The issue of imbalanced dataset is resolved by 

random oversampling. With an accuracy of 97.31% (std:0.0037), the results show that the suggested 

methodology performs better than alternative approaches. This is further validated by the k-fold validation 

that was performed (k=5). The 99% confidence interval for the model's accuracy is [0.956, 0.988]; which a 

further testament of the model consistency. This superior performance suggests that Ensemble Modeling 

(stacking) is a highly effective technique for identifying customers at risk of churn, enabling proactive 

interventions and improved customer retention strategies. Furthermore, the application of the Random 

Oversampling technique demonstrated significant improvement in the performance of all models, 

highlighting its effectiveness in addressing imbalanced datasets. The study offers valuable insights into 

churn prediction in the banking sector, enabling early identification and proactive customer retention 

strategies, thereby enhancing banks' long-term success and customer relationships.  
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