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Abstract 
In this article the feasibility of the translation of the business letters and contracts through 
Google Translate as the web-based machine translation program and Grammarly and 
LanguageTool as the automatic post-editors and also the quality level of the final output of 
the machine translation and automatic post-editing in comparison with the human 
translation are studied. The researchers conducted a careful comparative content analysis 
with both a qualitative and a quantitative design. After comparing the final output of the 
machine translation and post-editing with the reference materials, the researchers found that 
the above-mentioned texts can be translated through machine translation and post-editing 
only under the supervision of a professional translator, and testing the null hypothesis by 
using t-test indicated that there was a significant difference between this kind of translation 
and human translation based on the data obtained from this research. 

 

Key Terms: Business Letters, Business Contracts, Machine Translation, Post- 

Editing 

 

Introduction 

 

The genesis of thoughts related to machine translation (MT) can be tracked to 17th-

century theories about global languages and dictionaries, but the initial respective 

experimental recommendations emerged in the 20th century. Optimum translation output 

quality is still the most important aspect in the field of machine translation. Today, the two 

major discussions for achieving this goal are ameliorating the MT processing system or 

ameliorating the final MT output, called post-editing. Improvement of MT output is 

extensively limited to editing the output manually, or in an advanced method, to an 

automatic post-editing procedure in order to ease the tiresome act of manually-operated post-

editing with the assistance of a computer program for correcting the most obvious faults of 

translation. The study of the application of the web-based translation and post-editing 

programs to business letters and contracts and comparison of the output with the 

respective human translation and the reference books will reveal the advantages and 

disadvantages of machine translation and automated post-editing. This will serve as a 

research translation paradigm to translation agencies, freelance translators, translation 

teachers, vocational translation institutes and business companies and will enlighten the 

involved people about the most effective and economically-efficient method of 
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translation of texts with specific structures. 

 

To make the best use of MT, human translators are urged to perform post-editing 
efficiently and effectively. Development of automatic post-editing software is considered 
to alleviate the burden of manual post-editing. However, the quality of the automatically 
post-edited MT output should be evaluated. Due to the low number of computerized 
programs for translating from Persian to English or vice versa and the respective editing, 
the researchers chose Google Translate which has higher practicality for translation and 
Grammarly and LanguageTool as web-based programs for editing part of the research. 
They intended to choose texts which follow denotative formal lexicons and are 
recognizable for electronic devices. Therefore, the researchers chose the business letters 
and contracts as a specific type of text with definite structures. MT evaluation is aimed at 
measuring the quality of a candidate translation by comparing it with a reference 
translation. Therefore, the researchers decided to find the answers to the following 
questions: 

 

1. To what extent Google Translate as a computerized web-based translator and 
Grammarly and LanguageTool as automatic post-editors contribute to a sound translation 
of business letters and contracts based on the Waddington‟s method C?  

 
2. Is it possible to translate business letters and contracts by using Google Translate, 
Grammarly and LanguageTool?  

 
3. Is there any significant difference between the machine translation of the business 
letters and contracts using Google Translate, Grammarly and LanguageTool and 
translation of human translator?  

 

Based on the second and third research questions, the researchers proposed the 
following null hypotheses: 
 

H01: It is not possible to translate business letters and contracts by using Google 

Translate, Grammarly and LanguageTool. H02: There is not any significant difference 

between the machine translation of the business letters and contracts using Google 
Translate, Grammarly and LanguageTool and the translation of human translator. 
 

Review of Literature 
 

 

To process any translation, human or automated, the meaning of a text in the original 
(source) language must be fully restored in the target language, i.e., the translation. While 
on the surface, this seems straightforward, it is far more complex. The human translation 
process, for instance, may be described as: 
 

1. Decoding the meaning of the source text; and  

2. Re-encoding this meaning in the target language (Okpor, 2014)  
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Okpor (2014) adds that behind this ostensibly simple procedure lies a complex 
cognitive operation. To decode the meaning of the source text in its entirety, the translator 
must interpret and analyze all the features of the text, a process that requires in-depth 
knowledge of the grammar, semantics, syntax, idioms, etc., of the source language, as 
well as the culture of its speakers. The translator needs the same in-depth knowledge to 
re-encode the meaning in the target language. Since natural languages are highly 
complex, MT becomes a difficult task. Many words have multiple meanings, sentences 
may have various readings, and certain grammatical relations in one language might not 
exist in another language. The following diagram shows all the phases involved in the 
process of Machine Translation. 
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A Typical Machine Translation Process 

 

(Okpor, 2014, p. 160) 

 

A machine translation (MT) system first analyses the source language input and 
creates an internal representation. This representation is manipulated and transferred to a 
form suitable for the target language. Then at last output is generated in the target 
language. On a basic level, MT performs simple substitution of words in one natural 
language for words in another, but that alone usually cannot produce a good translation of 
a text because recognition of whole phrases and their closest counterparts in the target 
language is needed. Therein lies the challenge in machine translation: how to program a 
computer that will “understand” a text as a person does, and that will “create” a new text 
in the target language that “sounds” as if it has been written by a person (Okpor, 2014). 

 

There is now no doubt that computer-based translation systems are not rivals to human 
translators, but they are aids to enable them to increase productivity in technical translation 
or they provide means of translating material which no human translator has ever attempted. 
In this context we must distinguish (1) machine translation (MT), which aims to 
undertake the whole translation process, but whose output must invariably be revised; (2) 
computer aids for translators (translation tools), which support the professional translator; 
and (3) translation systems for the „occasional‟ non-translator user, which produce only 
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rough versions to aid comprehension. These differences were not recognised until the late 
1980s. The previous assumption had been that MT systems, whether running on a 
mainframe or a microcomputer, could serve all these functions with greater or lesser 
success. In part, this failure to identify different needs and to design systems specifically 
to meet them has contributed to misconceptions about translation technology and its 
impact for the professional translator (Hutchins J. , 2001). 

 

It is important to clarify that the term “post-editing” (also often written non-
hyphenated as “post-editing”) has been used within different subfields of natural 
language processing, including MT, automated error correction, optical character 
recognition, translation memory, and even controlled language. Post-editing is by far 
most commonly associated as a task related to MT and has been previously defined as the 
“term used for the correction of machine translation output by human linguists/editors” 
(Veale & Way, 1997). Another good summary statement indicates that “post-editing 
entails correction of a pre-translated text rather than translation “from scratch” (Wagner, 
1985). In basic terms, the task of the post editor is to edit, modify and/or correct pre-
translated text that has been processed by an MT system from a source language into (a) 
target language(s) (Allen, 2003). 

 

Koponen (2012) examined the relationship between human assessment of post 
editing efforts and objective measures such as post-editing time and number of edit 
operations. She found that segments that require a lot of reordering are perceived as being 
more difficult, and that long sentences are considered harder, even if only few words 
changed. 

 

Above all, post-editing should be seen as a process of improving through 
modification (rather than revision) a machine-generated translation, often eyeing a 
minimum of effort on behalf of the post-editor. The quicker the turn-around needs of a 
translation, the more likely the post-edited machine translation effort will be a fast one, 
also known as „light post-editing‟. More thorough modifications, with less urgency, aim 
to produce a better quality and are often known as „full post-editing‟. The latter category 
is the more common one, not least because it aims to obtain a quality level that is the 
same as if the entire text had been translated from scratch by a human translator 
(Declercq, 2015).  

Current machine translation systems usually employ a human post-editor to 
transform the MT output into usable, quality text. If the post-editor can do this 
transformation in less time than it takes to translate from scratch, then the MT system is 
economically viable. Many commercial systems exist on this principle. Improving a 
particular MT system often means automating something that the post-editor is doing. 
The system gets further, leaving the post-editor with less to do. And usually, the 
improvements are coded into the internals of the MT system, becoming part of a black 
box. Another way to think about automating post-editing tasks is to build automated post-
editing modules that are detachable and independent of any particular MT system. The 
advantage of detachable post-editors is that they are portable across MT systems. They 
accomplish their tasks without reference to the internal algorithms and representations of 
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particular systems (Knight & Chander, 1994). 

 

According to Kristen Parton et al. (2012), the advantage of automatic post-editing is 
that the automatic post-editors can adapt any MT output to the needs of each task without 
having to re-train or re-tune a specific MT system (Isabelle et al., (2007)). Acquiring 
parallel text, training and maintaining an MT system is time-consuming and resource-
intensive, and therefore not feasible for everyone who wishes to use MT in an 
application. Ideally, an automatic post-editor can adapt the output of a black-box MT 
system to the needs of a specific task in a light-weight and portable manner. Since 
automatic post-editors are not tied to a specific MT system, they also allow application 
developers flexibility in switching MT systems as better systems become available. 

 

Childs (1999) states that the body of a business letter is written in formal language, 
unlike the casual language of a friendly letter. As a general rule, most business letters should 

be short and to the point; a busy person does not have time or interest in wading through 
extra words or confusing details. Each letter must be absolutely perfect in spelling, grammar, 
sentence structure, appearance, and format. 

 

The tone of a business letter should always be appropriate for the selected audience 
or a certain purpose. Apparently, letters intended to a business partner with whom the 
writer has worked closely for years will have a warm and friendly tone. Still, the sender 
has to bear in mind the very first attribute of a business letter which is courtesy and 
politeness, no matter what the occasion or attitude towards the recipient. Sentence 
structure, level of formality, preciseness and selection of vocabulary, all contribute to the 
final tone of a letter. The language of a business letter is frequently quite formal and 
succinct (Hardošová, 2014).  

Abdul (2013) has discussed the language and translation qualities of a good business 
letter as follows: 
 

(i) Simplicity - Simple and easy language should be used for writing business 
letters. Difficult words should be strictly avoided, as one cannot expect the reader to refer 
to the dictionary every time while reading letter.   

(ii) Clarity - The language should be clear, so that the receiver will understand 
the message immediately, easily and correctly. Ambiguous language creates confusion. 
The letter will serve the purpose if the receiver understands it in the same manner in 
which it is intended by the sender.   

(iii) Accuracy - The statements written in the letter should be accurate to the 
best of the sender‟s knowledge. Accuracy demands that there are no errors in the usage of 
language - in grammar, spellings, punctuations, etc. An accurate letter is always 
appreciated.   

(iv) Completeness - A complete letter is one that provides all necessary 
information to the users. For example, while sending an order we should mention the 
desirable features of the goods, i.e., their quality, shape, colour, design, quantity, date of 
delivery, mode of transportation, etc.   

(v) Relevance - The letter should contain only essential information. Irrelevant 
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information should not be mentioned while sending any business correspondence.   
(vi) Courtesy - Courtesy wins the heart of the reader. In business letters, 

courtesy can be shown/expressed by using words like please, thank you, etc.   
(vii) Neatness - A neat letter is always impressive. A letter either handwritten 

or typed, should be neat and attractive in appearance. Overwriting and cuttings should be 
avoided.  

 

A distinction needs to be made between machine translation (MT) and computer-
aided translation (CAT). Where MT tries to replace a translator to a certain extent, CAT 
tools support the translator by preventing repetitive work, automating terminology lookup 
activities, and re-using previously translated texts (Esselink, 2003). 

 

CAT systems fundamentally enable the reuse of past (human) translation held in so-
called translation memory (TM) databases, and the automated application of terminology 
held in terminology databases. These core functionalities may be supplemented by others 
such as alignment tools, to create TM databases from previously translated documents, 
and term extraction tools, to compile searchable term bases from TMs, bilingual 
glossaries, and other documents. CAT systems may also assist in extracting the 
translatable text out of heavily tagged files, and in managing complex translation projects 
with large numbers and types of files, translators and language pairs while ensuring basic 
linguistic and engineering quality assurance (Garcia, 2015). 
 

Methodology 
 

 

In this research, seven authentic business contracts and five genuine business letters 
were used as the corpus of the study. The contracts were obtained from one of the most 
significant domestic manufacturers and the letters from National Library and Archives of 
the Islamic Republic of Iran. To assess the quality level of the translation of the machine 
translator and automatic post-editors, the researchers used Christopher Waddington‟s 
Model C, the description and criteria of which is as follows: 

 

According to Waddington (2001), Method C is a holistic method of assessment. The 
scale is unitary and treats the translation competence as a whole, but requires the 
corrector to consider three different aspects of the student‟s performance, as shown in the 
following table. For each of the five levels there are two possible marks, so as to comply 
with the Spanish marking system of 0 - 10; this allows the corrector freedom to award the 
higher mark to the candidate who fully meets the requirements of a particular level and 
the lower mark to the candidate who falls between two levels but is closer to the upper 
one.  

 

Christopher Waddington’s Model C 
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Procedure 
 
 
 

In order to answer the research questions of the present study, after obtaining the 
most appropriate business letters and contracts, the researchers inputted them first into 
Google Translate and then into Grammarly and LanguageTool one by one respectively. 
Then they compared the final output of the web-based machine translation and post-
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editing tools of the business contracts with their respective official translation and 
analyzed the final output of both business letters and contracts according to two widely-
accepted reference books. The next step was recognizing the errors and classifying them 
and then assessing the translation quality level of the final output according to 
Christopher Waddington‟s Model C. Some samples are presented in the following part. 
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Table 1. Sample of analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Examples of Qualitative Data Analysis 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

In the previous example, the first sentence and the title of Article 1 of the contract have 
been translated well by Google Translate because of their shortness, but the sense of 
Paragraph 1.1. has not been conveyed in the target language. 
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The image above contains continuous structural and grammatical errors and an 
inappropriate equivalent (Non-alignment for مدع دهعت) that lead to the meaningless 
translation of the text. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

         
 

   Strength of Post-editors    Weakness of Post-editors  
 

         
 

         
 

  

• Disagreement between subject 
   

•  Continuous structural and 
 

 

      
 

   (differences) and verb (arises)    grammatical errors, inappropriate  
 

  • Spelling error (Majuere)    equivalents and meaningless  
 

  •  Comma misuse (should be    sentences in the whole passage  
 

   omitted)    and the lack of verb in Article 15  
 

  

•  Verb form (will required) 
      

       
 

         
 

         
 

 
 
 

Then the frequency of the types of error recognition performed by human and 
automatic post-editors on the machine translation of business contracts was calculated 
(table 2). Finally, by using descriptive and inferential statistics, the researchers analyzed 
the obtained data. 
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 Difference of the Types of Error Recognition Performed by Human and Automatic Post-editors on 

the Machine Translation of Business Contracts 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

According to the previous table, the number of error categories prepared by human 
and the post-editors is 16 and 20 respectively. The number of errors recognized by human 
being under some fundamental categories such as “sense”, “structure”, “word choice” and 
“missing word” is significantly high, while the frequency of errors detected by the 
applications under the categories “Misuse of Semicolons, Quotation Marks, etc.”, “word 
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choice”, “wordy sentences” and “passive voice misuse” is remarkably high. The 
frequency of other items identified through human and non-human post-editing methods 
is in a moderate range and in some cases quite similar to each other. However, the total 
number of faults recognized by human is much higher than the web-based programs. 

 

The analysis of the data obtained from the qualitative part shows that the two 
automatic post-editing tools can be reliably used when just spelling and punctuation of a 
text is the main focus of attention. But when the whole structure of sentences and clauses 
need to be rectified, these tools are incapable of making the main required corrections. In 
fact, the effectiveness of the function of these two programs in terms of grammatical and 
lexical amendments is just limited to some minor and superficial suggestions which rarely 
help the improvement of the nature of a text. However, the number of error categories 
prepared by human and the post-editors is 16 and 20 respectively. This shows that the 
faults have been sorted in more detail by the tools. Since the applications are programmed 
based on a specific framework, when they encounter a certain type of error defined by the 
programmers, they record it as a fault unconditionally. It is, in fact, the reliable aspect of 
the nature of the computerized programs. But human being may unconsciously disregard 
or ignore some errors of a specific kind. In this regard, the performance of the tools is 
considered to be preferable to human being. 
 
 

Quantitative Data Analysis 
 

Descriptive Statistics of Business Letters 
Comparing General Errors in Machine Translation of the Business Letters from Automatic Post-editor vs. 
Human’s Points of View 
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Table 3 and the related figure showed that grammar, spelling and style errors have been 
detected among general problems more precisely by human being in comparison with the 
automatic post-editors. But the post-editing tools have been 
 

able to identify 7 punctuation problems which were disregarded by human. The 
performance of both human and non-human proofreaders is the same in terms of 
enhancement and sentence structure. However, the total number of faults recognized by 
human is much higher than the ones detected by the applications. 
 
Table 4. Descriptive Statistics of General Errors in Machine Translation of the Business Letters from 
Automatic Post-editor vs. Human’s Points of View 
 
 
 
 
 
 
 

 

Table 4 shows that from human‟s point of view, the general errors in machine 
translation of the business letters are more than the errors recognized by the automatic 
post editors. And the scattering of the errors was more than the ones recognized by 
machine which indicates the ability of human beings in vast linguistic and textual 
directions 

5. Comparing Detailed Errors in Machine Translation of the Business Letters from Automatic Post-editor 
vs. Human’s Points of View 
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The most frequent errors found by the researchers in the machine translation of the 
business letters were related to the most fundamental and effective error categories, 
namely sense, structure, word choice and missing word. Except for some word choice 
problems, the post-editors were unable to detect any of the faults under the said 
categories. Even the number of faults discovered by the tools under the other error classes 
is less in most cases in comparison with the human evaluation. Based on this, the 
researchers come to the conclusion that the post-editing tools are unable to recognize the 
extensive syntactic and semantic problems of machine translation. Once again, it should 
be emphasized that the tools were used on the business texts with the specific 
characteristics to reach a higher degree of translation quality. 
 

Descriptive Statistics of Business Contracts 

 

Table 6. General Evaluation of the Machine and Official Human Translations through the Post-Editing 
Tools 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The previous table and figure showed that the errors recognized by the automatic post-
editors under the categories “punctuation”, “spelling”, “enhancement” and “sentence 
structure” are more or less equal in both machine and official human translations in terms 
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of their frequency. But the number of faults under the categories “grammar” and “style” 
in the official human translation is apparently higher than the machine translation. 
Therefore, the total number of problems recognized by the applications in the official 
translation is seemingly higher than the ones found in the machine translation. 
 
 
 
 
 
Table 7. Descriptive Statistics of General Evaluation of the Machine and Official Human Translations of 
the Business Contracts through the Post-Editing Tools 
 
 
 
 
 
 
 
 
 
 

 

As it can be seen, the mean and standard deviation of the general errors in machine 
vs. human translation which were indicated by the automatic post-editors show that the 
human translation has seemingly more errors and the dispersion among the errors are 
apparently more (65>43).  
 
Detailed Evaluation of the Machine and Official Human Translations of the Business Contracts through the 
Post-Editing Tools 
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Detailed Evaluation of the Machine and Official Human Translations of the Business Contracts 

through the Post-Editing Tools 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

The result showed seemingly a slightly higher number of faults in the human 
translation, especially under some categories. In this regard, the researchers conclude that 
the formal and definite structure and wording of the business letters and contracts have 
not been properly defined for the web-based programs. Therefore, when the tools 
encounter unfamiliar words and grammatical rules which may not be commonly used in 
the routine discourse, they regard them as errors and faults. This conclusion is supported 
when it is taken into account that the official and authentic human translations, like those 
used for assessment of the present corpus, are widely accepted and used in the 
international level. The above facts, therefore, have made the researchers deduce that in 
machine translation programming, the linguistic-based approach should be replaced with 
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the text-based approach. At the present time, the machine translation and post-editing 
tools cannot distinguish the appropriate manner of writing or translating within a definite 
type of context. The researchers think that the possibility of choosing the type of context 
should be embedded in the applications. 
 
 
 

Table 9. Descriptive Statistics of the Specific Type of Errors of the Machine and Official Human Translations of 

the Business Contracts through the Post-Editing Tools 
 
 
 
 
 
 
 
 
 
 
 

As it can be seen, the mean and standard deviation of the specific type of errors in 
machine vs. human translation which were indicated by the automatic post-editors show 
that the human translation has seemingly more specific errors and the dispersion among 
the errors are somehow more (26>23). 
 

Inferential Statistics for Testing the Null Hypotheses 
 
 
 

T-Test for Finding the Difference between the Mean of Errors Recognized by the 
Post-editors vs. Human in Machine Translation of Business Letters 

 

Table 10. Descriptive Statistics of One-Sample: Machine vs. Human Recognition 
 
 
 
 
 
 

 

Table 11. Difference between Means of the Errors Recognized by Automatic Post-editors vs. Human 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Since the observed t is greater than the critical t at the probability level of 95%., 
therefore, the researchers can conclude that there is a significant difference between the 



DOI: 10.18535/ijsrm/v4i10.08 

Forouzan Dehbashi Sharif, IJSRM volume 4 issue 10 October 2016 [www.ijsrm.in] Page 4736 

error recognition performed by the automatic post-editors and human being. But since the 
same result has not been repeated at the other level of significance and two tailed 
distributions, the researchers conclude that more data should be processed to come to a 
more exact conclusion. In this research, at the significant level of α=.05 with the 
probability level of 95%, the first null hypothesis was rejected and the researchers can 
claim that it is possible to translate business letters and contracts by using web-based 
translation tools. However, since these programs have some deficiencies, they should be 
used under the supervision of a professional translator. 

T-Test for the Mean of the Errors Recognized by Post-editors in the Machine 
Translation of the Business Texts vs. the Human Translation 

 

Table 12. Descriptive Statistics of One-Sample: Machine vs. Human 
 
 
 
 
 
 
 
 
 
 
 
Table 13. Difference between Means of the Errors Recognized by Automatic Post-Editors in Machine 
Translation and Human Translation 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Since the observed t is greater than the critical t at the probability level of 95%., 
therefore, the researchers can conclude that there was a significant difference between the 
machine translation of the business letters and contracts using Google Translate, 
Grammarly and LanguageTool and the translation of human translator. But since the 
same result has not been repeated at the other level of significance and two tailed 
distributions, the researchers conclude that more data should be processed to come to a 
more exact conclusion. 
 

Conclusion 
 
 
 

In order to answer the first research question, the researchers conducted the required 
comparisons with the reference materials and assessed the final output of the web-based 
applications and concluded that Google Translate as a computerized web-based translator 
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and Grammarly and LanguageTool as automatic post-editors produce a translation which is 
ranked at Level 1, Mark 2 according to Christopher  
Waddington‟s holistic method C. 

 

In order to answer the second research question regarding the feasibility of 
translation of business letters and contracts through Google Translate as the web-based 
translator and Grammarly and LanguageTool as the automatic post-editors, an inferential 
statistical analysis was carried out using t-test which indicated that such business texts 
can be translated by the applications only under the comprehensive supervision of a 
professional translator. 

 

In order to answer the third research question and decide if there is any significant 
difference between the machine translation of the above programs and human translation, 
another inferential statistical analysis was carried out using t-test which showed that there 
is a significant difference between the two types of translation according to the available 
data but more data should be evaluated for a more precise conclusion. 

 

It can finally be deduced that translators can provide the machine translation 
programmers with incomparable feedback about the advantages and deficiencies of 
different types of machine translation or automatic post-editing tools. This will help the 
programmers to trace, analyze and rectify the existing faults. 
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