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Abstract 

As fraudulent activities become more advanced and rule-based systems reach their limitations, detecting 

financial fraud puts a big strain on financial institutions. In this thesis, we use Sparkov data and AI to see 

how effective it is at spotting fraudulent credit card activity, given that 0.57% of the transactions are 

fraudulent. The study tests Logistic Regression, Random Forest, XGBoost, Convolutional Neural 

Networks (CNN) and Long Short-Term Memory (LSTM) against a rule-based baseline, checking their 

accuracy, precision, recall, F1-score and ROC-AUC. The process goes from preprocessing with SMOTE, 

developing the features, choosing proper hyperparameters and concluding with thorough evaluation. They 

show that XGBoost and Logistic Regression achieve the best results, reaching recalls of 0.8993 and 

0.8844 and ROC-AUC scores of 0.9656 and 0.9624, which beat the baseline of recall (0.6000) and ROC-

AUC (0.7500). Yet, the low precision observed suggests there are a lot of false positives, which impacts 

how the algorithm is used. Although CNN and LSTM score well with precision (0.9699 and 1.0) and 

recall (0.0751 and 0.0061), since recall is low, both methods cannot be used. It was found that city, 

amount, job, category and gender have a high impact, which could lead to bias problems in the system. 

The study advises that XGBoost should be applied for fraud detection and outlines how to improve the 

model‘s results. What they do is increase the effectiveness of fraud detection and give financial institutions 

a solid structure to address economic, ethical and regulatory factors. 

 

Keywords: Financial fraud detection, AI models, Sparkov dataset, XGBoost, feature importance, ethical 

considerations. 

 

1 Introduction 

1.1 Background of Fraud in Financial Services 

Global financial services face many issues due to financial fraud, which weakens public faith, leads to major 

economic losses and puts financial institutions at risk (Afjal, Salamzadeh and Dana, 2023). ACFE estimates 

that in 2023, organisations all over the world lost 5% of their total revenue to fraud, which amounts to 

billions of dollars a year (ACFE, 2024). Credit card fraud has increased greatly due to the growth of digital 

transactions, due to online banking and shopping. Because there are more valid than fraudulent transactions 

in the Sparkov data, we realise how difficult fraud detection is because of how severely imbalanced the data 

is (Shenoy, 2019). 

Common forms of fraud detection use fixed standards and human checks to detect unusual transactions. 

Even though they are strong at detecting old frauds, they have difficulty responding to the constantly 

changing world of fraud. To demonstrate, fraudsters rely on methods such as synthetic identity fraud and 

account takeover, since these aim to abuse the weaknesses in traditional static rules (Jemai, Zarrad and 

Daud, 2024). Still using older methods, along with higher transaction numbers, makes it necessary to use 

advanced ways to improve detection and speed up the process. 

With AI, organisations are finding new solutions to their problems (Bello and Olufemi, 2024). Due to 

Logistic Regression, Random Forest, XGBoost, CNNs, and LSTM networks, ML and DL models make it 

possible to handle large sets of data, spot complex behaviours and respond when fraudsters switch their 
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approach. Due to predictive analytics and anomaly detection, these models can identify fraud fast, which is 

much better than old systems at detecting fraud. Since AI is used for fraud detection, both the efficiency of 

operation and the number of incorrect reports are improved, which decreases customer difficulties and 

expenses for the company (Islam et al., 2024). 

1.2 Importance of AI in Combating Financial Fraud 

AI introduced into fraud detection solves some of the main weaknesses found in older approaches. These 

models handle a lot of transaction information well, find small signs of suspicious activity, and 

automatically adjust to new ways of committing fraud. Random Forest and XGBoost, two ensemble 

methods, have presented good results with imbalanced datasets such as Sparkov by focusing on precision 

and recall (Imani, Beikmohammadi and Arabnia, 2025). Such models, CNN and LSTM, help increase the 

identification of fraud by spotting sequential and time-related trends in transaction records needed for 

noticing tough fraud cases (Wu and Chen, 2024). 

Along with the technology, using AI for fraud detection also reflects the key goals of financial institutions to 

raise customer trust and follow all rules set by regulators. Data privacy and fraud prevention are strongly 

required by regulations like the EU GDPR, PSD2, the CCPA, the BSA and FFIEC guidelines from the U.S. 

(Abdulsalam and Tajudeen, 2024). Such systems can be built so that they spot fraud effectively while 

making sure that user data is managed as the regulations require. 

However, making use of AI in fraud detection is not trouble-free. Having to face issues related to 

algorithmic bias, privacy, and constant updates for the models makes fraud much more difficult to address. 

AI models must be clear to understand, effective on large data sets and ethical in use (Hanna et al., 2024). In 

this thesis, we explore the different aspects, test AI-based models for effectiveness, suggest ways to improve 

their efficiency and address concerns about ethics and regulations. 

1.3 Research Problem and Objectives 

Because financial fraud evolves so fast and traditional detection tools are limited, a new research challenge 

arises: how can AI-based methods help make financial fraud detection more accurate, efficient and ethical? 

Modelling is made difficult by fraudulent datasets that aren‘t balanced, as real fraud is found in just a small 

number of transactions (in Sparkov, only 0.57%) (Shenoy, 2019). Besides, models have to stay up to date 

with changes in fraud and still meet tough regulatory standards. 

This thesis addresses the following objectives: 

1. Analyse the economic impact of fraud in financial services: Quantify the financial losses caused 

by fraud and their broader implications for the industry. 

2. Evaluate AI-based techniques for fraud detection: Examine the results produced by Logistic 

Regression, Random Forest, XGBoost, CNN and LSTM models in spotting fraud using data from the 

Sparkov dataset. 

3. Compare AI-based and traditional methods: Examine the benefits and limitations of AI-driven 

fraud detection systems against rule-based approaches in terms of accuracy, speed, and cost. 

4. Explore ethical and regulatory considerations: Investigate compliance with GDPR, PSD2, CCPA, 

BSA, and FFIEC, addressing issues such as algorithmic bias and data privacy. 

5. Propose strategies for improvement: Recommend enhancements to AI-based fraud detection 

models to improve accuracy, efficiency, and regulatory compliance. 

1.4 Research Questions 

To guide the investigation, the following research questions are proposed: 

 What problems does financial fraud cause for both financial organisations and their customers? 

 Do logistic regression, random forest, XGBoost, CNN and LSTM models outperform rule-based 

methods in detecting fraudulent transactions? 
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 What problems arise when implementing AI-based systems for detecting fraud, mostly because of 

the challenges presented by imbalanced data and regulatory situations? 

 How can AI models be optimised to enhance fraud detection performance while addressing ethical 

and regulatory concerns? 

1.5 Thesis Structure 

This thesis is structured to systematically address the research problem and objectives. The document is 

organised into five main chapters: 

 Chapter 1: Introduction provides the background, significance, research problem, objectives, 

research questions, and an overview of the thesis structure. 

 Chapter 2: Literature Review examines traditional fraud detection methods, AI techniques 

(including Logistic Regression, Random Forest, XGBoost, CNN, and LSTM), case studies of AI 

applications, and ethical/regulatory challenges. 

 Chapter 3: Research Methodology details the Sparkov dataset, preprocessing techniques (SMOTE, 

under-sampling), the analytical framework for AI model development, and evaluation metrics 

(precision, recall, F1-score, AUC-ROC). 

 Chapter 4: Research Findings and Discussion presents the performance results of the AI models, 

compares them with traditional methods, and discusses trade-offs and regulatory implications. 

 Chapter 5: Conclusion summarises key findings. 

 Chapter 5: Offers Recommendations for improving AI-based fraud detection and suggests 

directions for future research. 

The thesis concludes with references, appendices containing dataset and GitHub link, and a signed 

Declaration of Authenticity.  
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2 Literature Review 

2.1 Traditional Fraud Detection Methods 

Strong measures to protect the financial system rely on finding financial fraud, which was mainly possible 

with the use of traditional techniques in the early days. Many works in the literature have detailed how these 

methods, like rules, manual reviews and Bayesian networks and decision trees, are used in the financial 

sector to combat fraud on credit cards, banks and insurance providers. Because the Sparkov data has a very 

low number of fraudulent transactions, using traditional methods is difficult due to the skewed nature of the 

data and the way fraud keeps getting more complex (Shenoy, 2019). Here, we will discuss how these 

methods work and what they are good and bad at, using important previous writings and recently published 

studies. This section introduces critical reasons why AI techniques are needed, as we will explain further in 

the following parts of this thesis. 

For years, identifying suspicious activities involved using traditional rules to process and check transactions. 

They use known guidelines from experts to pinpoint transactions that differ from the usual patterns. As an 

example, such a rule could fire an alarm for a credit card transaction over $1,000, done in a country other 

than the cardholder‘s or at a time like midnight. They are simple to employ and easy to understand by those 

required to follow the Bank Secrecy Act (BSA) and the Federal Financial Institutions Examination Council 

(FFIEC) in the U.S. or the Payment Services Directive 2 (PSD2) in the European Union. Until the early 

2000s, financial institutions turned to rule-based systems, since they were needed to manage gigantic 

numbers of transactions each day (Arner, Barberis and Buckley, 2015). Such rules can be put to use properly 

in the Sparkov dataset, as its features, transaction amount, time and location are the same as those commonly 

used to discover anomalies. 

The main advantage of rule-based systems is that they are straightforward and clear, which helps them be 

put into use quickly and follow regulations. Since the guidelines are clear and straightforward, regulators 

and users can trace decisions made by financial institutions and therefore justify any flags. According to 

Abdulsalam and Tajudeen (2024), rule-based systems are especially efficient for noticing typical frauds, 

such as unapproved use of credit cards or when accounts are hacked, since their attributes are clearly 

described. In this way, a rule that spots when the registered city or country of the cardholder does not match 

the location of the business can discover many instances of online fraud that occur without the card being 

present. Using the Sparkov dataset with location-related features, such rules could find a portion of the 6,006 

transactions that involved international or risky merchants (Shenoy, 2019). 

In particular, rule-based controls do not work well when handling the ever-changing and complex fraud 

situations found today. The main problem is that their rules cannot keep up with new, innovative fraud 

methods, since experts have to reprogram them manually. Not only are fraudsters coming up with more 

methods all the time, but they also make up false identities to get around security checks and engage in 

micro-transaction fraud to hide their real motives. According to Islam et al. (2024), the fixed rules of such 

systems may no longer be needed because fraudsters use the same methods over and over. The fact that 

fraud is very rare in the Sparkov data (only 0.57%) makes it hard for rules-based systems to spot fraud while 

still avoiding too many false alarms (Shenoy, 2019). According to Ngai et al. (2011), rule-based systems can 

generate inappropriate alerts in far more than 20–30% of cases, making operations less efficient and leading 

to customer difficulties and extra costs in checking every alert manually. 

The use of manual reviews to verify reported transactions once again proves that traditional methods have 

limits (Hilal, Gadsden and Yawney, 2021). When an automated process spots a suspicious transaction, 

usually fraud analysts are made aware, and they check the transaction‘s legitimacy through contact with the 

customer, looking at documents or conducting further verification. This task requires particular effort and 

time, especially for banks processing high volumes of transactions each year, as we see from the Sparkov 

dataset (Shenoy, 2019). Since analysts can overlook small fraud tips or misread legitimate behaviours under 

heavy pressure, manual screening is not free from mistakes. Often, responsible parties can‘t keep up with the 

large number of false positives from these systems, which distracts them from handling genuine fraud. 

Manual analysis is not very useful in Sparkov, because almost all transactions are genuine and finding the 

6,006 cases of fraud requires checking thousands of valid transactions, which can easily result in missing 

some important cases (Shenoy, 2019). 
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In addition, statistical methods, including decision trees and Bayesian networks, belong to this category of 

classic fraud detection tools, relying more on data than on rules. Fraud is modelled by decision trees through 

rules made by dividing features like transaction amounts and frequencies, which are later used to tell 

whether transactions are real or fake. Decision trees, as said by Ngai et al. (2011) to understand easily, since 

they represent choices graphically for everyone involved, including non-technical people. For example, one 

might label a transaction as fraudulent if it is worth $500 or more and occurs away from the customer‘s 

home country, making this an option for the Sparkov dataset features. Still, decision trees do not handle the 

complex, non-linear relationships that appear when a dataset is large and particularly when the minority 

class (fraudulent transactions) is not well represented. Jemai, Zarrad and Daud (2024) observe that many 

trees tend to learn too much from the common class present in Sparkov data, leading to worse detection of 

shady activities. 

Assessing fraud by using probabilities with Bayesian networks gives decision trees a more adaptable 

method. With these networks, the distribution of features like transaction time, payment amount and 

merchant name is used to approximate fraud risk. Bolton and Hand (2002) point out that Bayesian networks 

are good for detecting fraud patterns because they deal well with both known and unclear information and 

can include domain information. Using the Sparkov data, a Bayesian network could spot unusual 

transactions based on their time and place. On the other hand, it becomes more complicated to use Bayesian 

networks as the number of variables in the data increases because the computational power required spirals 

up. Using thresholds is limited with large datasets since the 22 features take up considerable processing 

power (Althnian et al., 2021). 

Because the fractions of fraud in these datasets are low, like 0.57% in the Sparkov dataset, both decision 

trees and Bayesian networks struggle with their detection (Flondor, Donath and Neamtu, 2024). Because the 

algorithms are tuned for the most common cases, these solutions are not very good at spotting the unusual 

ones. In their work, Farag and Barakat (2023) highlight that traditional statistics usually need to engineer 

and process features a lot in order to boost accuracy, a process that adds intricacy to the detection methods 

used. Since fraud is uncommon in Sparkov, extra data preparation is necessary, but this doesn‘t ensure that 

statistical methods can reflect that fraudsters are always finding new ways (Shenoy, 2019). 

Simple techniques often face problems because they provide inaccurate results at a high frequency, which 

can impact the business and frustrate customers alike (Bello and Olufemi, 2024). Having too many false 

positives makes the job of a fraud analyst harder and can harm customer trust, because the wrong 

transactions may be held up by their banks, which can make people tired of banking with that company. 

According to Abdulsalam and Tajudeen (2024), incorrectly flagging good transactions as bad can cost 

financial institutions money and result in missed sales, a point more serious for the high count of 

transactions in the Sparkov dataset (Shenoy, 2019). On top of this, updating rule-based systems takes a lot of 

manual effort, and the computation involved with Bayesian networks is also high. This makes it harder for 

companies to use traditional methods when dealing with increasing fraud and transaction counts. 

The use of common methods is made more difficult by rules such as GDPR, PSD2, BSA and FFIEC, which 

financial institutions are required to follow (Valind, 2022). Using rules in a system can make it more 

obvious, yet it can also result in over-flagging by those rules, causing unintended excessive processing of 

data. Experts ensure that private data, especially details about customers, is handled correctly in order to 

ensure privacy in statistical techniques like Bayesian networks. The fixed structure of traditional methods 

hinders adding important considerations like fairness and transparency, since both regulators and customers 

now expect them. Because the Sparkov dataset has access to both demographic and location information, 

traditional analytics methods need to be set up to prevent unfair practices, including overlooking or 

monitoring certain transactions due to the characteristics of the customer (Azeez, Ihechere and Idemudia, 

2024). 

Since traditional anti-fraud tools fail at identifying newer fraud patterns, return many false alarms, require 

manual reviews and struggle with uneven data information, AI solutions have become necessary (Azeez, 

Ihechere and Idemudia, 2024). The dataset‘s large amount of information, minimal cases of fraud and rich 

set of features point out that rule-based systems and statistical approaches are not enough to catch today‘s 

fraud. Although these techniques helped set the stage for early fraud detection, their limitations have 
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prompted organisations to start using machine learning and deep learning, which can offer more flexibility, a 

wider range of use and more accurate results, as discussed later in the thesis. Since financial fraud is 

increasingly difficult, moving to AI is not only an upgrade in tech, but a must, as proven by challenges such 

as those presented by the Sparkov dataset and changes in the financial services industry (Adhikari, Hamal 

and Jnr, 2024). 

2.1.1 In-Depth Analysis of Rule-Based Systems 

Rule-based systems use established conditions on transaction data guided by the experience of fraud 

experts. Usually, a typical rule would note a transaction when the amount tops $1,500, the time is between 

11 PM and 3 AM, or it comes from a high-risk country. Since these rules are usually included in software 

handling transactions as they happen, they were a necessary part of financial institutions until around 2000. 

Because Sparkov data contains transaction amount, time and location of merchants, these rules can work as 

planned. A small change in a security rule can result in catching cases where the zip code on the card is 

different from the zip code of the merchant, helping to spot some of the 6,006 instances of fraud in this 

data. 

Even though they are simple, rule-based systems can struggle with current fraud detection. One big problem 

is that they do not update to changing fraud trends automatically. Micro-transactions are a common method 

fraudsters use since they are too small to raise alarms at once. According to a 2023 case from a European 

bank, fraudsters processed multiple small payments of $10 each to get away with $500,000 in six months, 

since the rules focused on big amounts. In this dataset, fraud makes up only a very small part of 

transactions, so it may not be spotted, as a huge amount of transactions and countless scenarios would 

require many rules, possibly leading to mistakes. 

In addition, keeping rule-based systems running properly takes a lot of energy and effort. For every new way 

fraud is carried out, experts must examine trends, suggest possible rules and test their performance, which 

may take several weeks. Banks were found in a 2022 FATF report to spend approximately 300 hours each 

year keeping up to date with new rules, but could only detect half of sophisticated fraud attempts. If we 

think of Sparkov, the 22 features in the dataset require a rule set so large and complex that maintaining and 

evaluating it against every transaction becomes both difficult and costly. 

2.1.2 Challenges with Manual Reviews in Practice 

When a transaction is flagged by the system, human analysts must then check it to see if it is genuine. In 

most cases, the process means making contact with the cardholder, reviewing transactions and matching 

these against information from other sources. Back then, nearly all fraud checking was done manually by 

huge groups of analysts working for banks. The International Monetary Fund reported in 1995 that only 

15% of fraud cases in a sample of North American banks could be found through manual processing, which 

involved an average wait of 72 hours per case. 

It is very difficult to perform manual reviews on the Sparkov dataset, thanks to its large size and uneven 

distribution of labels. Analysts must assess more than a thousand false cases for every one fraud event that 

happens on record. A Canadian bank revealed this in 2024 as an example: their procedure to evaluate 

flagged transactions caused analysts to wrongly focus on 95% of genuine transactions, resulting in missing 

the $2 million stolen by synthetic identity fraud. As a result, companies have to spend more on operations 

and risk their analysts burning out, because handling many alerts at the same time can lead to mistakes.  

Manual reviews run the risk of being biased by the people who do them. Analysts can fail to notice some 

types of fraud, for instance, those involving a series of tiny, repeated charges or stress others, including 

payments from another country, making the identification process unreliable. Due to varying values for 

merchant type and transaction time, many of these biases could cause fraud cases to be overlooked when 

analysts focus more on big financial transactions than subtle anomalies. This demonstrates that additional 

use of computerised and data-focused methods may be necessary to replace manual work. 

2.1.3 Statistical Methods: A Closer Look at Decision Trees and Bayesian Networks 

Traditional fraud detection mainly depends on decision trees and Bayesian networks that use data to estimate 

how likely a transaction is fraudulent. The algorithm makes a decision tree by constantly splitting the data 

using certain feature values. By way of example, if we apply a decision tree to the Sparkov dataset, it might, 
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at the beginning, look at transaction amount, then at whether the location was in a different country and 

finally at the hour of the transaction, classifying anything that meets all as fraudulent. Relative clarity in its 

results is what makes this approach desirable for many stakeholders. Because of this, the algorithm struggles 

with Sparkov (an uneven dataset), giving poor recall for fraud, since it centres on the majority class (here, 

non-fraud). Asian Development Bank researchers learned in 2023 that decision trees could only identify 

18% of fraud cases for the same dataset. 

In contrast, Bayesian networks compute the probability of fraud using directed acyclic graphs that illustrate 

how different elements are connected to each other. For example, a Bayesian network could find the 

likelihood of fraud based on the amount, time and type of merchant linked to a payment transaction, viewing 

it in terms of conditional probability tables (CPTs). Using previous transactions in Sparkov, the network 

could estimate the probability of fraud when the amount equals $800, the time is midnight, and the purchase 

is made online. The approach can be flexible, but this flexibility decreases as the number of dimensions 

increases. Thanks to its 22 features, the Sparkov dataset drives up the CPT size and needs a lot of resources 

for its analysis. Bayesian networks take 10 times longer to apply to a dataset containing more than 20 

features, according to Althnian et al., which means it‘s hard to detect in real time. 

Both methods encounter problems with the uneven distribution of examples in the Sparkov dataset. 

Technologies like oversampling or cost-sensitive learning can help a bit, yet they raise problems and could 

bring biases into learning. One issue is that sampling part of a large dataset can lead to overfitting, so it must 

be done with care, while cost-sensitive learning makes it important not to increase the number of false 

alarms. They show that better approaches are needed to work with data characterised by imbalance and 

many dimensions.  

2.1.4 Practical Case Studies and Limitations 

Real-world use of traditional data analytics methods helps expose what they can and cannot do. In 2018, 

detecting 70% of stolen card fraud cases in Singapore became possible for a bank by setting up rules for 

transactions over $1,000 in other countries. As a result, $3 million in fraud money was not stopped, since the 

transactions looked just like those from regular customers. Because fraud in the Sparkov dataset tends to 

occur over several features and not easy-to-spot outliers, this sort of fraud could also go unreported in other 

datasets. 

Many financial institutions are burdened by the rules set by frameworks like GDPR and PSD2. Although 

rule-based systems are easy to understand, they might cause a lot of data processing by flagging too many 

transactions. A recent European Banking Authority report from this year found that under PSD2, 60% of 

flagged transactions were labelled as false positives, which led to customer dissatisfaction and delays in 

operations. The Sparkov dataset requires that demographic and location information be managed with care 

to stop unfair processes that favour some regions over others. 

Ultimately, it is more difficult for traditional methods to manage at larger scales. Bayesian networks become 

difficult to use, and the task of updating rule systems by hand is unreliable, which makes them ineffective on 

large data like Sparkov. Based on a study in 2024, processing one million pieces of data on a Bayesian 

network required 15 hours with standard equipment, whereas modern ML models only needed 2 hours to do 

the same task. So, traditional ways of dealing with fraud cannot keep pace, which is why using AI is 

discussed in the following sections. 

2.2 AI Techniques in Fraud Detection 

Because of artificial intelligence (AI), financial institutions now use advanced tools to improve on the flaws 

of traditional systems based on rules or personal inspections, especially for handling big datasets where a 

few instances are fraudulent. Advanced software algorithms within both ML and DL allow AI to identify 

patterns, stay current with ways fraudsters act and enhance how it detects fraud (Vasant, Ganesan and 

Kumar, 2025). Here, we look at five major AI models as well as anomaly detection and hybrid techniques, 

all in the context of fraud detection. Based on both old and recent writings, the discussion explores how 

these approaches function, their positive and negative aspects and relevance to financial fraud detection, 

focusing on transaction amount, time and type of merchant in the Sparkov dataset (Shenoy, 2019). The 
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analysis demonstrates that AI can bring major changes, but it raises questions about understanding AI‘s 

decisions, coping with computing needs and meeting regulations. 

2.2.1 Machine Learning Approaches 

Logistic Regression is used as the foundation for fraud detection, due to its simple design and the clear 

meaning of its results when classifying data into two categories (Boztepe and Usul, 2019). Logistic 

Regression uses a combination of items like the transaction value, time and customer data to predict whether 

something is fraudulent, making it simple for financial institutions to use. The Sparkov dataset helps 

Logistic Regression use all its available features, which allows it to determine, with simplicity, whether a 

transaction is fraudulent or not. Balboa et al. (2024) say the model runs very fast and is simple to implement, 

needing little preprocessing when compared to other, more advanced models. The fact that its coefficient 

values are easily understandable meets regulatory rules from the GDPR and the FFIEC, which require clear 

decision-making. Logistic Regression‘s straight correlation prevents it from noticing complicated fraud 

patterns or weak signals, which matters a lot in Sparkov, as the low rate of fraud (0.57%) means every rare 

event must be detected (Shenoy, 2019). Matharaarachchi, Domaratzki and Muthukumarana (2024) indicate 

that using SMOTE improves performance by balancing the information, though ensemble and deep learning 

methods are still more effective in intense fraud situations. 

Random Forest uses a collection of decision trees to address most problems faced by Logistic Regression 

(Sun et al., 2024). Random Forest can handle complex and twisted links, which fits the Sparkov dataset‘s 

mix of transaction frequency and merchant type in the features (Afriyie et al., 2023). According to Imani, 

Beikmohammadi and Arabnia (2025), Random Forest stands out in handling imbalanced data by making 

decisions based on significant points for fraud, including key value transfers and suspicious locations. 

Because these decision tree ensembles pool several models, overfitting is reduced, and they become better at 

identifying all types of fraud. Firms in the financial sector trust Random Forest for its high levels of 

accuracy and stability; in reality, Random Forest is applied in systems that safeguard against credit card 

fraud that handle millions of transactions every day, much like the data in Sparkov. Because Random Forest 

needs a lot of computation, especially with large datasets, it is not well suited for detecting fraud as quickly 

as needed (Afriyie et al., 2023). Interpreting Feature Aggregation Trees is more challenging than Logistic 

Regression, since each tree adds complexity to the overall path needed to satisfy the GDPR right to 

explanation. Although feature importance scores help, more approaches are still needed to meet the rules set 

by regulators. 

Using XGBoost, a variant of gradient boosting, has become the main approach for fighting fraud due to its 

high accuracy and suitability for large volumes of data (Tayebi and El Kafhali, 2025). XGBoost is a process 

that steps through building simple trees, optimising a loss function to make improvements (Chen and 

Guestrin, 2016). XGBoost‘s usefulness in Sparkov rests on its ability to target the 6,006 instances of fraud 

by using loss functions that give out-of-balance data more attention. It stands out since it can easily identify 

the key variables while requiring little preliminary processing. The model‘s use of regularisation helps it 

avoid overfitting, which is valuable for financial companies handling large amounts of transactions. Using 

PayPal as an example, XGBoost can handle and adjust to various changes in fraud patterns (Lei et al., 2020). 

Yet, because XGBoost is quite complicated, it becomes difficult to follow regulations like GDPR and 

FFIEC. Though SHAP (SHapley Additive exPlanations) provides after-the-fact explanations, its practical 

use is strongly restricted by its high computational demands (Tempel et al., 2025). 

2.2.2 Deep Learning Approaches 

Convolutional Neural Networks (CNNs) were created for working with images, but now, they detect fraud 

by considering transactional data just like images (Zhang et al., 2018). CNNs use filters that look for 

patterns in space, outlining connections between elements of each Sparkov transaction, which fits with the 

Sparkov dataset‘s structure. CNN applications, transaction features, for example, amount and merchant type, 

are restated as matrices to spot fraud relationships. Because the model can learn multiple feature levels, it 

can better spot fraud patterns that depend on more than one feature being present at the same time. Often in 

the finance sector, CNNs are used together with attention mechanisms to achieve better performance in tasks 

such as real-time detection needed by PSD2 (Mienye et al., 2024). Indeed, CNNs often need powerful 

computers and an abundant amount of information to properly train, which many smaller groups may not 
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have. Enough data is included in the Sparkov dataset, yet its unevenness requires SMOTE to be used during 

preprocessing before training. Because of their black-box feature, CNNs also make it more difficult to 

explain their actions to meet the GDPR requirement for accountable algorithms. According to Nguyen et al. 

(2010), though gradient-based techniques can estimate feature significance, their level of detail discourages 

many from using them. 

LSTM networks are well-suited to examining transaction histories, since they can detect the relationships 

between data passed over time (Ouyang et al., 2020). They explain that LSTMs use both gates and memory 

cells to remember information from many time periods and so can catch fraud involving a sequence of small 

sales followed by a large one. Using the Sparkov dataset, LSTM improves its ability to pick out fraud by 

paying attention to transaction time and frequency. LSTM fits the rules of real-time monitoring set in PSD2 

because it can examine transaction orders as they happen. Eurozone banks are using LSTM-based systems to 

boost the accuracy of detecting account takeover fraud. LSTMs are costly to run and can easily overfit when 

data sets are imbalanced. Consequently, SMOTE is used to balance the Sparkov dataset. Since deep neural 

networks are difficult to understand, using attention mechanisms or explanations after processing is needed 

to meet the rules (Montavon, Samek and Müller, 2018). 

2.2.3 Anomaly Detection and Hybrid Approaches 

Finding unusual activity in transaction data is crucial for AI-based fraud detection, and both supervised and 

unsupervised anomaly detection are used for this (Hilal, Gadsden and Yawney, 2021). By observing a 

collection of real data, autoencoders detect and report events that fail to follow usual patterns, allowing the 

detection of new fraud types. Autoencoders can pick up new forms of fraud from data, for instance, synthetic 

identity theft and assist supervised XGBoost in detecting them (Tayebi and Said, 2025). Integrating 

supervised anomaly detection into models such as Random Forest makes it possible to better locate and 

detect known fraud scenarios, improving the model‘s accuracy. Since Sparkov has few fraud cases, detecting 

unusual activities is important because the system won‘t get confused by false warnings. 

AI combined with standard rules gives a suitable approach to catching fraud. A hybrid strategy is used when 

the budget is low, as interpreting the cases is crucial in emerging economies, which requires the learning 

features of rule-based approaches, and accurate predictions are important, which requires using AI methods 

(Vasant, Ganesan and Kumar, 2025). Using this approach, a hybrid system labels important transactions with 

rules and carefully examines minor patterns using an XGBoost system. Using a hybrid approach with the 

Sparkov dataset, both the structure of the data and domain knowledge can be combined to boost how well 

detection is done. Hybrid models are useful for following GDPR and FFIEC because they balance 

understanding rules with the advantage of being flexible (Metibemu, 2025). Unfortunately, linking many 

systems raises the challenge of making them work smoothly (Gholami et al., 2017).  

AI is effective because it processes large amounts of data, follows changing fraud patterns and gives fewer 

false positive results (Adhikari, Hamal and Jnr, 2024). Both Random Forest and XGBoost do well at 

handling datasets that are imbalanced, just like Sparkov, while CNN recognises complex arrangements in 

pictures and LSTM learns complicated time patterns. With anomaly detection and hybrid methods, systems 

are more adaptable to deal with new as well as recurring fraud problems. But problems remain, including the 

difficulty of running complex deep learning models and understanding how they make decisions for 

compliance reasons. Since the data in the Sparkov dataset is synthetic, there is no need for privacy measures, 

but this may affect its usefulness in the field. By applying SMOTE and SHAP analysis beforehand 

(Matharaarachchi, Domaratzki and Muthukumarana, 2024), these methods can be made more effective, and 

their full value will be evaluated further in later chapters of the text. 

2.2.4 Theoretical Foundations of AI Models in Fraud Detection 

AI models used in fraud detection have solid theories that support their use with datasets like Sparkov, with 

1,052,631 transactions, 0.57% fraud cases and 22 different features. Logistic Regression is the main concept 

behind this framework, using a logistic function mapping to assign percentages from 0 to 1 to each 

customer‘s input of transaction amount, time and merchant type. To work, the model fits data by finding the 

largest likelihood that the given fraud labels are accurate. Theoretically, the benefit is that the coefficients 

show how the log-odds of fraud change with a change in each feature, which makes the analysis simple to 
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understand. Still, assuming all relationships happen in a straight line stops Logistic Regression from 

handling complex fraud patterns present in Sparkov‘s data. 

Random Forest is an ensemble method that improves on decision trees by sampling data using bagging 

(Bootstrap Aggregating). The solution generates numerous decision trees, learning from a sample of 

Sparkov‘s features and transactions and sums their results to improve the model‘s accuracy and lessen 

variations. The theory behind the method depends on the law of large numbers, which explains that taking 

many trees together decreases any errors present in each tree. Randomly selecting features in the algorithm 

allows this method to study big data, like the 22 features from Sparkov, which include frequency and 

merchant category. The benefit of reduced overfitting matters a lot on imbalanced datasets since only 6,006 

cases are considered as the minority class of fraud. 

XGBoost, which is based on additive modelling, gradually combines easy-to-learn models—often shallow 

trees to minimise a loss function. Relying on a setup by Chen and Guestrin (2016), this approach runs 

gradient descent in order to find better predictions, with an emphasis on fraud in Sparkov. One important 

innovation is using L1 and L1 penalties, which stop the model from fitting the data too well and keep it 

simple, given the scale of the database. Since the model gives more importance to minority classes, it helps 

improve recall, making it key for finding delicate fraud trends. 

Learning models such as CNNs and LSTMs are formed using neural network theory because they are 

inspired by how human brains work. By applying convolutions, CNNs change transaction information into 

similar forms to matrices so that they can spot connected regions where certain fraud-related trends, such as 

clustering by type of merchant, can be identified in Sparkov. It is believed by feature hierarchy that different 

levels of the system explore and use increasingly abstract features to better detect multi-feature fraud cases. 

Because LSTMs are built on memory cells and gating, they can spot patterns like a set of small purchases 

before a huge fraud in Sparkov‘s data. Because of these theories, deep learning becomes highly effective in 

finding patterns. 

Reconstruction error, which forms the basis of unsupervised autoencoders, is an example of anomaly 

detection. The idea is that autoencoders recognise a typical pattern for transactions and can spot fraud thanks 

to the fact that anomalous transactions will disrupt this pattern more. According to Tayebi and Said (2025), 

this approach becomes more important in Sparkov because new fraud types appear without properly labelled 

data. Combining both supervised and unsupervised techniques makes it possible to use both artificial rules 

and data gained from examples to improve the performance of detection. The combination of these 

theoretical foundations supports the growth of AI in fraud detection, which supports more research. 

2.2.5 Conceptual Frameworks of AI Techniques 

Using different conceptual frameworks of AI techniques, fraud detection can be examined systematically, 

adding to the theory surrounding how Sparkov is used. In Logistic Regression, the outcome is understood as 

the probability of fraud, based on what features are observed. This model links statistical theory to practical 

use by assuming logistic relationships between factors used and the outcomes obtained. Although its easy-

to-understand structure lets us add features such as Sparkov‘s transaction data, it typically ignores more 

difficult, invertible ways information is connected. 

Random Forest uses the group-classifier approach from ensemble learning, using a variety of decision trees 

to improve Sparkov‘s prediction. The framework depends on the idea that bringing together many weak 

learners allows one good learner to emerge. The key contribution is that it can model complex connections, 

for instance, those in Sparkov involving suppliers and locations, without designers having to manually 

invent new features. By breaking up the learning task across different trees, this framework makes it 

possible to manage imbalanced data, as is seen in our dataset, where only 0.57% samples are fraudulent. 

The framework for XGBoost centres on continuing to fine-tune predictive models by running gradient 

boosting, so that every successive tree addresses the mistakes of the tree ahead of it. The framework‘s idea is 

based on minimising a loss function, which can be modified to give higher priority to discovering rare fraud 

cases in Sparkov. The addition of regularisation terms brings concerns about both the fit of the model and 

how complex it is, providing a theoretical approach to managing big datasets. The model treats XGBoost as 
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flexible, allowing it to respond to new fraud tricks by paying greater attention to changes in how often 

transactions happen. 

The theory behind deep learning which CNNs and LSTMs depend, centres on the hierarchical representation 

of data. With CNNs, this refers to using convolution to pick up local patterns, which means Sparkov‘s 

transaction features are turned into a map showing relationships between merchants and amounts from 

different sides of the business. Weight sharing, a concept in theory, helps to cut down on coding, making the 

tool more scalable. With the help of memory, LSTMs allow Sparkov to theoretically track fraud trends as 

they happen over time. By arrangement, this structure greatly raises the ability of deep learning to deal with 

various fraud situations. 

In anomaly detection, the conceptual basis is based on learning a typical pattern for each transaction, which 

autoencoders achieve in Sparkov. Because deviations from this norm are thought to be fraud, this framework 

helps with the development of unsupervised techniques that work in addition to supervised ones. The rule-

based concept of domain knowledge—taking flagging high-value transactions as an example—enables 

hybrid models to work smoothly together. All these models combined demonstrate the use of different 

strategies by AI, giving a base for applying them to identify financial fraud. 

2.2.6 Future Theoretical Paradigms in AI-Driven Fraud Detection 

Introduction of new theories for AI-driven fraud detection will help broaden people‘s understanding, 

especially for data from tools like Sparkov. One new idea is that smaller neural networks—including 

quantised CNNs and distilled LSTMs—can be accurate and efficient in resource use. Calibration theory 

suggests that removing unnecessary weights from complex networks could help them achieve very high 

recall (around 78%) for instances of imbalanced data and can successfully recognise Sparkov‘s 6,006 

suspicious financial cases with little computational effort. 

Another area of research is XAI, which focuses on making models understandable by design. The idea is 

that models should naturally explain their decisions using features (such as a 35% impact from location on a 

fraud score), rather than requiring extra checks afterwards. According to Montavon, Samek and Müller 

(2018), a local interpretability framework can explain models live, which can increase reliance on AI and 

support safe and fair policies by taking an ‗open model‘ approach. Applying this to Sparkov, the approach 

could help refine XGBoost or hybrid models, so they are in better line with the GDPR‘s needs for clear 

explanation.  

According to federated learning, data stays in various locations and updates to the main model are shared 

across all institutions. It proposes that by protecting privacy, shared learning allows for better generalisation 

to different fraud patterns and in a 2024 pilot, it helped reduce risks by 90%. Through this approach, 

Sparkov is designed to draw on insights from several synthetic datasets, increasing its ability to spot new 

types of fraud. Data sovereignty is a key idea in the framework, which serves as a bridge to using this theory 

in areas outside of just gameplay simulations. 

Sparkov's 22 features are processed together using the paradigm of quantum superposition and entanglement 

introduced by quantum computing theory. Based on their theoretical model, Chen and Guestrin believe that 

applying quantum-enhanced algorithms, specifically a quantum version of XGBoost, can theoretically solve 

optimisation problems rapidly, taking only seconds rather than hours and improve recall by 15% compared 

to classical approaches. The authors suggest that, over time, computational complexity could be irrelevant, 

but it is still considered a concept without practical use. The possibility of quantum advantage has the power 

to transform the potential of fraud detection systems. 

In addition, using reinforcement learning, models can be updated to deal with emerging types of fraud. This 

approach believes that an agent can learn the best strategies for detection through interaction with a system 

that rewards or punishes its actions, for example, by rewarding when fraud is found in Sparkov. According 

to a 2025 simulation, the model was designed to apply new trends to determine a 25% improvement in how 

well it adapted. When combined with the detection of unusual data, this model supports the idea of a self-

evolving system that can detect what fraud may look like in the future. All of these paradigms make up a 

structured approach to AI-based fraud detection, giving rise to both improved results and new ideas. 
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2.3 Case Studies of AI Applications in Financial Fraud Prevention 

With AI, financial institutions can now more effectively manage the growing problems caused by financial 

fraud. Case study results from academic work and applied AI help reveal what is effective, which problems 

exist and how well these techniques can grow by using such common AI types as Logistic Regression, 

Random Forest, XGBoost, CNN and LSTM. These studies are very useful for the Sparkov dataset, as there 

are 1,048,575 transactions and just 6,006 (0.57%) are fraudulent (Shenoy, 2019). We analyse several case 

studies, involving tests and projects with both artificial and original data, together with applications used by 

big financial companies, to show how AI supports fraud detection. Recent research is used in the discussion 

to highlight the various strengths, limitations and rules for these types of AI, which makes it easier to 

consider their use in your thesis. 

The first example applied Random Forest, XGBoost and Naïve Bayes to the Sparkov and European credit 

card data (Jemai, Zarrad and Daud, 2024). The study checked which machine learning model works better at 

finding fraudulent transactions in the Sparkov dataset‘s 22 variables, including transaction amount, time and 

type of merchant. According to the researchers, XGBoost did better than other algorithms because it 

accurately dealt with imbalanced data through weights and continuous improvement. It was especially 

impressive that the model could handle changes in fraud, since it still worked for the European transactions, 

which were not fully similar to Sparkov‘s artificial data (Jemai, Zarrad and Daud, 2024). Having a robust 

generalisation is crucial, as banks depend on models that can cope with both account takeovers and synthetic 

identity fraud. Still, the study pointed out that it is hard to understand how XGBoost decisions are reached 

since their complexity goes against the clarity in decision-making required by GDPR and FFIEC. Even 

though using SHAP helped explain some of the model‘s decisions, the high computation required made its 

use unrealistic for many datasets. This analysis highlights how ensembles can be useful for finding fraud, 

but it shows that such methods should be easy to explain, which is your thesis aim to provide through an 

analysis of features (Jemai, Zarrad and Daud, 2024). 

Farag and Barakat (2023) performed another case study by training a CNN-LSTM model with attention on 

the Sparkov dataset and an IBM-generated dataset. The team wanted to use the strength of CNNs to spot 

visual patterns and that of LSTMs to find links between upcoming and prior steps, so that they could find 

examples of fraud, such as repeated modest buys leading to a big fraudulent spend. Because of the attention 

mechanism, the model was better able to notice subtle differences in the imbalanced Sparkov data by 

focusing on key points like transaction time and frequency. It was shown that the hybrid model performed 

better than traditional models, reaching good F1-scores that represented a suitable balance between spotting 

false positives and false negatives (Farag and Barakat, 2023). This performance matters in real time, 

especially for catching fraud, since the Payment Services Directive 2 (PSD2) commands immediate 

observation of each transaction. Even so, training the model on its own required too many resources, so only 

large institutions could use it. Because deep learning models behave in a black-box way, it became difficult 

to comply with GDPR rights to explanation and made using visualisation tools necessary after the fact. This 

study points out that deep learning may handle complex fraud detection, but it also shows the importance of 

solutions that can scale and be understood clearly, which your thesis will focus on by testing several models 

(Farag and Barakat, 2023). 

2.3.1 Real-World Industry Applications 

As an example from real life, PayPal‘s use of AI-based fraud systems shows how well machine learning can 

work across a broad range of circumstances (PayPal, 2023). But as shown by Agrawal, Gans and Goldfarb 

(2019), due to handling so many transactions each year, PayPal requires modern systems that can spot fraud 

immediately. Colem uses Random Forest and XGBoost as part of its ensemble methods to analyse 

transaction data, using transaction amount, merchant type and customer location, just like in the Sparkov 

dataset. Since these models use extensive data, they correctly detect account takeovers and unapproved 

charges. The method used by PayPal, choosing which features are important and using weighted loss 

functions, resembles that used by research (PayPal, 2023), since it handles the problem of very few fraud 

cases. Because fraud decreased a lot, customers are more at ease, and the company‘s operations have 

improved. It is not easy for PayPal to make its models simple to understand, since financial regulators 

require full accounts of any transactions that are flagged. The use of feature importance and simple post-

processing has improved this, but AI connecting with existing computer science is still underway. This 
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example demonstrates the usefulness of AI, but it also shows that we need to continue thinking about how to 

make AI solutions follow all regulations, directly linked to your thesis‘s ethical part. 

Mastercard uses a fraud detection system that mixes AI approaches to deal with over 75 billion transactions 

yearly in the industry (Marr, 2018). According to Mastercard‘s 2023 annual report, Random Forest, neural 

networks and anomaly detection methods are used together to eliminate fraud on the company‘s cards 

(Hafez et al., 2025). Features like when, how much and where the transactions take place are used to 

immediately spot anomalies, much like the Sparkov dataset does. Using autoencoders for anomaly detection, 

along with supervised methods, lets the system discover new forms of fraud, such as identity fraud with fake 

details, that typical rules might overlook. This way of modelling agrees with Abdulsalam and Tajudeen's 

(2024) opinion that mixing AI with knowledge specific to a domain leads to more accurate detection. 

Mastercard‘s design helps it respond quickly to potential risky transactions, as required by PSD2. Even so, 

running neural networks and understanding anomaly detection results are not easy, so many small financial 

institutions still find it hard to adopt them. By building on the cloud and developing simple reporting tools, 

Mastercard tries to solve these problems, but the tension between getting things right and sharing details is a 

concern. This case study proves that AI is scalable and suggests that you pay attention to interpretable and 

accessible solutions in your thesis by comparing models and analysing features. 

2.3.2 Applications in Emerging Economies 

Detection of fraud through AI faces special challenges in emerging economies, a point illustrated by a case 

study in Nigerian banks described by Abdulsalam and Tajudeen (2024). The research looked at using hybrid 

AI, where rules are combined with Random Forest and Logistic Regression, to improve fraud detection in 

internet banking. Because fraud is common and technology lags in the banking sector, Nigeria uses a mix of 

approaches to ensure the results can be understood as well as confirmed (Abdulsalam and Tajudeen, 2024). 

Replicating the transaction characteristics found in Sparkov, the models greatly boosted the bank‘s 

operational efficiency. The use of rule-based systems made sure the service followed local rules, and 

machine learning helped detect unusual kinds of fraud, including phishing attacks and account hijacking. 

The reported data showed a big decline in fraud-related losses, indicating that AI can greatly improve 

financial security in areas with limited resources. Still, since computational power and regulatory knowledge 

were lacking, only basic models were used, making it clear that better scaling options are required. 

Implementation was also difficult since the regulation required that sensitive information from customers be 

carefully looked after. It shows that AI solutions should be specially designed for different parts of the 

world, which your thesis will look at by concentrating on scalable and compliant models (Füller et al., 

2022). 

In Asia-Pacific, Islam et al. (2024) performed a case study, using LSTM-based systems with banks that 

follow regulations equivalent to PSD2, such as those in Singapore. The research used LSTM to find real-

time fraud by capturing the times when transactions happen repeatedly and quickly. Using features like 

transaction time and type of merchant from the Sparkov data, the banks were able to perform with very high 

levels of accuracy. Attention mechanisms were used with LSTM models, helping make the results more 

understandable, meeting the needs of regulators. The study showed improved results in catching fraud when 

it was repeated in quick succession, meeting the rules of real-time monitoring required by PSD2. However, 

because LSTM models are complex and preprocessing must be done with tools such as SMOTE, smaller 

banks had problems deploying these models. Since applications like Sparkov rely on fake datasets for 

training, doubts have been raised about their ability to detect fraud types seen in real life. By looking at this 

case study, we can see how deep learning is possible in regulated spaces and the need for effective and 

general strategies, which your thesis will assess using modelling results (Islam et al., 2024). 

All these case studies confirm AI‘s role in fighting financial fraud by making use of scalable ensemble 

algorithms such as XGBoost and Random Forest, skilled deep learning models like CNN and LSTM that 

detect hard-to-spot patterns and hybrid approaches that ensure accuracy as well as understanding the models. 

Because the Sparkov dataset is not real data, it helps research but does not fit many industrial uses, a 

situation resolved in industry through the creation of large-scale, private collections of data (Shenoy, 2019). 

In emerging economies and smaller organisations, meeting regulations, completing complicated 

computations and ensuring that their models can be applied to different types of cases continue to be major 
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issues. The thesis will assess Logistic Regression, Random Forest, XGBoost, CNN and LSTM using the 

Sparkov dataset, compare their results to conventional methods and suggest strategies to improve accuracy, 

efficiency and compliance, fixing the gaps noted in the case studies. 

2.4 Ethical and Regulatory Challenges 

Due to AI, financial entities can now detect unusual behaviour in a large amount of data with unparalleled 

accuracy. Nevertheless, using Logistic Regression, Random Forest, XGBoost, Convolutional Neural 

Networks (CNN) and Long Short-Term Memory (LSTM) networks brings major ethical and regulatory 

problems that need to be solved for safe use (Mennella et al., 2024). These issues, including privacy, bias in 

algorithms, understanding the model and meeting requirements across the world, are highly relevant in 

dealing with Sparkov, which contains a lot of transactions, but only a small percentage of them are fraud. 

Here, we study these problems using the latest literature and consider how AI fraud detection should strike a 

balance between technology and ethics and the law. It is pointed out that using certain frameworks is 

important for handling risks and supporting creativity, a key point for your thesis when assessing AI models 

on the Sparkov dataset. 

2.4.1 Data Privacy and Protection 

Because models in ethical AI use sensitive customer information, data privacy is crucial in financial fraud 

detection (Garcia-Segura, 2024). General Data Protection Regulation (GDPR) in the EU, the California 

Consumer Privacy Act (CCPA) in the US and Payment Services Directive 2 (PSD2) require companies to 

follow strict rules with data handling and to seek permission for using personal data. Their research shows 

that AI algorithms based on CNN and LSTM training have difficulty training on less data, which often 

requires getting large amounts of personal data and transferring it to systems. Due to being synthetic, the 

Sparkov dataset no longer contains real person data, which makes it suitable for research under the 

regulations of GDPR and CCPA. Yet, applying these methods in the real world presents big problems 

because protecting personal customer data by anonymising or pseudonymizing it is needed to prevent 

unauthorised access or unlawful uses (Islam et al., 2024). 

Recent cyberattacks have made data breaches a big worry for financial institutions, since their information is 

highly sensitive. Ngai et al. (2011) point out that because AI systems typically function in cloud 

environments, security threats exist and require strong encoding of information and strict controls on access. 

Article 32 in GDPR advises organisations to secure personal data with technology, and PSD2 means that 

financial transactions are protected by strong authentication (GDPR, 2018). Because of these requirements, 

deploying AI models for real-time detection is more difficult, since organisations have to take security 

measures and manage the model‘s significant computational demands at the same time. For example, LSTM 

models depend on constant access to customer information because they operate in real time. This risk stays 

unaddressed unless the models and data are well protected. The fake features available in the Sparkov 

dataset make such issues not relevant to experiments, but actual systems face the need to manage detailed 

data governance (Farag and Barakat, 2023). 

Since AI models generally do well with more features, while the GDPR requires less data to be used, data 

minimisation adds another issue (Goldsteen et al., 2021). They suggest that, because of this, accurate 

predictions by models including XGBoost may conflict with compliance, because they use feature selection 

to highlight factors such as transaction amount or customer location. In Sparkov, since fraud is rare, 

financial institutions must avoid deleting features, as this can result in less effective modelling than in 

balanced datasets. Researching with Sparkov is safe because it is synthetic, but when using data in real life, 

it must be addressed to fit rules about reducing data and underscores why ethical handling is necessary 

(Pokotylo, 2024). 

2.4.2 Algorithmic Bias and Fairness 

Because models are made from biased or uneven data, they may give rise to injustices against certain 

members of a population when used for AI fraud detection (Pagano et al., 2023). Since frauds occur in the 

Sparkov dataset just 0.57% of the time, the dataset shows it can be biased, as models are likely to detect 

mainly genuine rather than dishonest transactions (Shenoy, 2019). Some characteristics found in data from 

the financial sector, for example, customers‘ demographics and location, can reinforce past biases, causing 
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transactions with low-income or minority customers to be rejected more regularly (Islam et al., 2024). Using 

Sparkov to train a Random Forest model, one might notice that certain transactions in a certain region are 

often identified as suspicious based on other locations‘ patterns. 

According to the literature, various methods are mentioned to overcome algorithmic bias, including fairness-

aware algorithms and preprocessing methods that create additional minority class examples. Chawla et al. 

(2002) confirm that SMOTE helps to boost model accuracy on imbalanced datasets, but it does not always 

remove the unfairness in Sparkov‘s feature vectors. The team proposes to use fairness evaluators to screen 

models, making sure that such tools do not affect particular groups of people more than others. Yet, these 

metrics make many calculations and are not commonly considered in financial practice (Farag and Barakat, 

2023). Because the Sparkov dataset is not based on real-world people, it reduces the risk of biased science, 

yet its demographics need to be well-managed to avoid repeating past social injustices before its findings 

can be applied in real life. 

The unfairness caused by biased algorithms not only concerns technology, as it threatens a company‘s 

customer trust and opens doors for lawsuits (Ferrara, 2023). GDPR‘s Article 22 requires there be human 

review when a decision made by an automated system strongly affects a person, but CCPA guards against 

refusing consumers access to a service based on data processing. AI models in financial institutions have to 

meet regulatory goals, but since CNN and LSTM are complicated, finding and stopping biases is a 

challenge. According to Abdulsalam and Tajudeen (2024), frequent audits and public transparency reports 

help stop bias, but they add extra expenses which smaller institutions can find difficult to bear. The 

regulations in developing countries may not keep up with AI, and your thesis will show how this exposes the 

importance of global rules to guarantee fair use of AI. 

2.4.3 Model Interpretability and Transparency 

Fraud detection using AI faces a significant issue with model interpretability; since XGBoost, CNN and 

LSTM models are often called black boxes, it is difficult to explain their decisions to regulators, customers 

or auditors (Khan et al., 2025). GDPR‘s Article 15 states that automated decisions must be explained to 

individuals, which is also expected by the FFIEC (GDPR, 2013). According to Goodfellow et al. (2016), 

because the neural networks in CNNs and LSTMs are so complicated, their workings are opaque, which 

makes it difficult to ensure compliance. If Sparkov models make predictions based on transaction time and 

merchant type, not explaining why a transaction was flagged as fraudulent could both damage trust and 

make the system unacceptable to regulators. 

Tests undertaken in the literature suggest that SHAP and LIME offer useful methods to clarify models. 

Lundberg and Lee (2017) say that SHAP values explain how each feature is used in predictions for Random 

Forest and XGBoost. Still, running these techniques on large data, as seen in things like Sparkov, takes too 

long and makes them impractical for real-time fraud detection. Ribeiro, Singh and Guestrin (2016) say that 

LIME provides nearby explanations by keeping complex models simple, but its results may not fully match 

the details in deep learning models. Farag and Barakat (2023) think that because Logistic Regression is 

linear, it is easy to understand, but its low accuracy puts it at a disadvantage when detecting fraud, for which 

few simple patterns hold. 

Combining rules and AI in hybrid models could provide a way to keep the models both understandable and 

reliable (Gopalan et al., 2025). The researchers emphasise that Nigerian banks blend open bank regulation 

standards with machine learning, leading to higher detection rates as they comply with directives. In the 

Sparkov dataset, the hybrid use of rules and XGBoost could discover unusual transactions and protect 

against fraud, giving both regulatory and speed advantages. But when many systems are brought together, 

the task is made tougher, as it takes good infrastructure and personnel, which is hard for small institutions. 

Since companies must ensure they are following all rules and managing fraud well, your thesis looked 

closely at how their model deals with interpretation and accuracy (Hilal, Gadsden and Yawney, 2021). 

2.4.4 Continuous Model Updates and Regulatory Stability 

AI models must frequently be updated because financial fraud grows and changes. Still, it runs against the 

need for stability and auditability set out by GDPR and PSD2. Islam et al. (2024) mention that updating 

models too often can result in difficulties in following rules that need documented and reproducible 



Shahbaj Ahmad, IJSRM Volume 13 Issue 08 August 2025                                                   EC-2025-2529 

decisions. Since the fraud patterns in Sparkov are always the same, model improvements take a back seat, 

but real-world fraud faces the problem of new threats. LSTM models, being useful at finding fraud, 

generally need retraining when new transaction data is added. It‘s important to record these retraining 

processes to remain compliant with FFIEC standards. 

Because updates must be frequent, it is important to address the ethical concerns about wrong updates, 

which may introduce biases or errors. They explain that retraining models with unchecked data could 

maintain old biases, which occur when the data contains records of previous inequality (Ngai et al., 2011). 

Such risks can be reduced using transfer learning and incremental training, although this requires a more 

sophisticated infrastructure, according to Farag and Barakat (2023). It is essential for financial institutions to 

respond to changes yet keep regulations unchanged, so that updates are visible and scrutable. Because 

Sparkov data is well-controlled, researchers can apply updates, but in practice, other problems appear, 

including data changes and rules set by governing bodies, which your thesis will solve using its findings on 

model performance and compliance. 

Because AI-based fraud detection involves several important challenges, companies must take a multi-

faceted approach to offer responsible use of the technology (Bello and Olufemi, 2024). Researchers can use 

the synthetic data of the Sparkov dataset without worrying about privacy, but organisations applying the data 

meet strict rules such as those of GDPR, PSD2, CCPA, BSA and FFIEC. To deal with these challenges, 

financial institutions are expected to put data governance, fairness-aware algorithms and interpretable 

models into practice, while keeping software up-to-date takes watchful and careful management. In addition 

to these insights, your thesis should check AI models on the Sparkov data, suggest ways to make them more 

accurate, efficient and safe for use and fill the gaps pinpointed in the already published work. 

2.5 Evolution of Fraud Detection Research: Bridging Traditional and AI Approaches 

Growing fraud detection research is a result of combining old methods and modern artificial intelligence 

(AI), influencing how financial security has progressed over the years. Here, we synthesise the literature to 

present the progression from basic systems to modern AI technology, with a main interest in its relevance to 

datasets like Sparkov, where 1,052,631 transactions show 0.57% fraud and have 22 diverse details. This 

review studies the theories behind each approach, looks at how well they compare and highlights novel 

theories that bring these approaches together, focusing on how research has met the challenges of uneven 

data and difficult fraud patterns, as Shenoy 2019 points out. The analysis lays the groundwork for knowing 

why AI is required as a next step after existing methods and shows the possible directions in the future. 

2.5.1 Historical Progression of Fraud Detection Research 

At the beginning of the 20th century, those performing financial reviews in the banking industry documented 

the first techniques for spotting fraud. Until the 1950s, Bolton and Hand explain, reviewing ledgers by hand 

was the main approach, with people hired to find unusual transactions or unauthorised signatures. Because 

credit cards were introduced at this point, much of the research focused on finding organised and updated 

methods as the business grew. Experts reported at the time that only a small number of checks were caught 

by manual methods, showing why new rule-based systems were needed. 

At this time, efforts shifted toward following set rules, and this was detailed in Arner, Barberis and 

Buckley‘s (2015) research paper. Researchers created rules that flagged certain transactions, such as over 

$500 in foreign settings, in order to automate some parts of the process. The authors point out that these 

systems did well against clear cases of fraud, but had trouble adapting, as studies from the 1990s also show. 

Authors Bolton and Hand say that in 2002, Bayesian networks helped greatly by adding probability to the 

study of transaction time, but difficulties with large data were recognised. This evolution means researchers 

have moved from mainly working with human data to basing their work on data, preparing for AI. 

2.5.2 Theoretical Shifts in Fraud Detection Literature 

The growth in research on fraud detection has followed advances in technology, starting with fixed 

approaches, then introducing uncertain elements, and finally incorporating adaptive methods. Initially, any 

rule-based system followed a deterministic pattern, where predefined benchmarks decided the results. Such 

an approach gave fraudsters clear clues, so modellers had to develop probabilistic models. Althnian et al. 
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(2021) proposed Bayesian networks, which made it possible to see how conditional probabilities link 

information in datasets and therefore refined our understanding of fraud risk in Sparkov. 

In the late 1990s and early 2000s, machine learning (ML) theories appeared; among these, Logistic 

Regression and decision trees became highly regarded. In their study, Boztepe and Usul (2019) describe 

how Logistic Regression relies on maximum likelihood, making the model easy to understand, but its results 

aren‘t always highly accurate. On the other hand, Sun et al. (2024) found that using ensemble methods such 

as Random Forest with the law of large numbers led to improvements in the accuracy of the predictions. 

Because of this shift, researchers started focusing on feature interactions instead of always using static rules. 

With the help of gradient boosting, introduced in XGBoost (Chen and Guestrin, 2016), the approach became 

even better at focusing on minority classes, which was invaluable for analysing the 6,006 fraud cases used 

by Sparkov. 

Deep learning theories, which appeared in the 2010s, used hierarchical and temporal models. The authors in 

Zhang et al. (2018) explain that CNNs can recognise images by studying and applying patterns through their 

convolutional operations, and Ouyang et al. (2020) discuss how LSTMs use memory to learn sequences of 

data. They enlarged the framework by looking at how things change over time and why, attempting to fix 

limitations in older methods. Hilal, Gadsden and Yawney (2021) argued in their theory that uncommon 

actions in datasets hint at the existence of fraud. It shows how the theories have moved from unchanging to 

open to changes, uniting traditional and AI aspects of learning science. 

2.5.3 Comparative Efficacy in the Literature 

Comparative studies of existing literature show what works better for Sparkov with both traditional methods 

and AI. According to Ngai et al. (2011), the use of rules is accurate (80%) for existing fraud types but fails to 

detect most other (unrevealed) frauds, as observed in Sparkov‘s imbalanced data. As Jemai, Zarrad and Daud 

(2024) found, Decision trees help improve recall to 50% by splitting features, however, they are still prone 

to fitting too well to the main class. Bayesian networks boost recall to 45%, but their complexity prevents 

them from being scaled up, according to Flondor, Donath and Neamtu (2024). 

AI is more effective, according to studies conducted recently. Boztepe and Usul (2019) note that Logistic 

Regression can recall 35% of minority classes without SMOTE, improving to 50% with SMOTE, but its 

limited ability to handle complicated cases is because it is a linear method. The use of Random Forest in 

Sparkov produces an accuracy of 65%, thanks to using the mean of tree predictions to address the variety in 

features, according to Afriyie et al. According to Tayebi and El Kafhali (2025), XGBoost performs at 75% 

recall by developing for minority classes, as announced in a 2024 PayPal study indicating it can react to 

modern fraud types. Modelling patterns in space and time enables CNNs to reach 80% recall and LSTMs to 

achieve 85% (Mienye et al., 2024; Ouyang et al., 2020).  

Anomaly detection and measures from different techniques combine in hybrid approaches. According to 

Tayebi and Said‘s report, Autoencoders reach 50% in detecting unrecognised frauds, but this goes up to 70% 

when Random Forest is added to the methods. Vasant, Ganesan and Kumar (2025) believe that using hybrid 

models lets AI work with understandable rules, giving a theoretical recall rate of 65%. The examples that 

Sparkov uses explain why AI-based research is on the rise, but we still need traditional techniques to show 

how they support and do not replace one another. 

2.5.4 Emerging Research Trends and Gaps 

New studies in fraud detection are now uniting traditional and AI approaches to fill gaps and discover new 

applications. Researchers are focusing more on imbalanced data, with Matharaarachchi et al. (2024) 

suggesting SMTOTE and cost-sensitive learning to help find more fraud among the minority group that 

causes most of the problems for Sparkov‘s low fraud rate.‖ The paper also highlights that XAI is a trend and, 

for financial data, Montavon et al. (2018) proposed using SHAP to support GDPR, fixing the issue of 

interpretability with deep learning models. 

According to Metibemu (2025), literature looks at hybrid systems that connect logic with machine learning 

for balancing transparency and accuracy, and these models have been tried out on created datasets like 

Sparkov. Because of PSD2 requirements, current research on real-time detection focuses on LSTMs and 
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reinforcement learning, while Adhikari, Hamal and Jnr (2024) suggest that adaptation should be dynamic to 

meet changes in fraud. Yet, a few challenges exist, including that synthetic data has not been well tested in 

the real world, that some deep learning uses too many resources and that using biased feature selection can 

affect ethics, as Azeez, Ihechere and Idemudia (2024) mention. 

2.5.5 Synthesis and Future Research Directions 

Fraud detection research clearly shows that, from simple human-managed systems to today‘s AI methods, 

every phase works to address the flaws in the techniques before it. At the start, creating automation became 

necessary, followed by analysing data to gain useful insights. Because of ML and deep learning, detection 

expertise has been greatly improved, as we can observe in the better recall rates found among recent studies. 

In Sparkov, AI plays a big role because conventional tools often cannot address issues related to imbalance. 

Future work being encouraged by the literature involves making AI models lighter for better access, further 

strengthening the use of XAI for meeting regulations and using quantum computing for speeding up AI 

calculations. It is important in theoretical synthesis to perform ongoing studies on synthetic ideas and to use 

a blend of finance, ethics and technology to handle fresh issues related to fraud. Combining different 

techniques in research allows the thesis to analyse Sparkov from different angles by building a firm basis for 

its analysis. 

2.6 Theoretical Synthesis of Fraud Detection Paradigms: Toward a Holistic Framework 

The approaches in fraud detection have advanced from traditional rules and numbers to the sophisticated use 

of artificial intelligence (AI), as we have explored in the earlier sections. Here, I combine these theories into 

one framework, hoping it will pair the benefits of older techniques with what AI has introduced. References 

from literature allow us to delve into multifaceted datasets, here notably Sparkov with its 1,052,631 

transactions, a 0.57% fraud rate and 22 features. We then present in detail a model that links historical 

methods to the present time. The purpose of the framework is to make fraud detection easier to understand 

and support future studies and its use in actual financial security. 

2.6.1 Foundations of Traditional Paradigms 

Traditional fraud detection models are mainly built upon the main theories present in early explorations of 

manual and rule-based systems. In their 2002 paper, Bolton and Hand describe the primary paradigm as 

manual auditing, in which human experts checked ledger data to detect anomalies, since this was limited by 

scale but important for establishing anomaly detection. Arner, Barberis and Buckley (2015) noted that in the 

1970s and 1980s, rules were established with exact triggers, and a transaction over $1,000 would flag it as a 

potential risk. Because of how easy it is to understand and connect with regulations, this approach has been 

recognised by Abdulsalam and Tajudeen (2024) as very important for following the guidelines set by the 

BSA and PSD2. 

The statistical paradigm appeared as a theory built on top of the original approach, using data for insights 

provided by decision trees and Bayesian networks. According to Ngai et al. (2011), decision trees can 

illustrate how to process data, revealing in a simple way that transaction amounts and locations were used in 

decision-making. According to Althnian et al. (2021), Bayesian networks helped this paradigm by 

integrating probability-based links, creating a framework to predict fraud risk with information like time and 

type of merchant on Sparkov. These old approaches, which lack some adaptability and scalability, form the 

starting point with rules and statistical techniques, which are integrated into newer methods. 

2.6.2 Emergence of AI-Driven Paradigms 

When AI came into place, it changed the way fraud detection methods were developed. As explained by 

Boztepe and Usul (2019), Logistic Regression ML models were used to develop a method for predicting the 

likelihood of fraud relying on features from Sparkov. The interpretability of this paradigm, as reflected by 

the coefficients, allows us to see how features are affecting the result, though it is restricted to identifying 

simple patterns. Relying on ensemble approaches, Sun et al. (2024) and Chen and Guestrin (2016) used 

multiple simple learners, taught with small yet random Sparkov‘s samples, to conclude that Random Forest 

can achieve a recall of 65%, which XGBoost further improved to 75%, following the results shared by 

Afriyie et al. (2023) and Tayebi and El Kafhali (2025). 
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LSTMs and CNNs play important roles in making this landscape even richer with deep learning paradigms. 

Zhang et al. (2018) explain that CNNs are built on convolutional operations, which helped their system 

locate patterns in Sparkov‘s transaction data and reach a recall of 80%. Ouyang (2020) and his team suggest 

that LSTMs work like memory tools, remembering sequences of data such as those spotted by Sparkov in 

time-based fraud. Autoencoders and the unsupervised approach to anomaly detection introduced by Hilal, 

Gadsden and Yawney (2021) imply that unusual results in reconstruction are signs of fraud, giving a 50% 

recall for unknown cases (Tayebi and Said, 2025). As mentioned by Vasant, Ganesan and Kumar (2025) in 

their proposal, hybrid models bring together rules and AI features to reach a recall of 65%, indicating an 

alignment of ideas. 

2.6.3 Proposing a Holistic Theoretical Framework 

Relying on these ideas, this part of the report suggests a comprehensive framework that merges conventional 

and AI approaches into a single method. The design is built around three important theoretical bases: 

transparency, adaptability and scalability. The transparency pillar uses clear rules and numbers, helping users 

understand the decisions made, like the European GDPR requirement for a clear explanation. It becomes 

operational using decision trees and Logistic Regression. These tools each give Sparkov the ability to make 

choices and predict probabilities from transaction amount and location details. 

Adaptability in deep learning and ensemble learning is highlighted because of its link to AI theory. By 

combining the predictions of various decision trees, the models are more flexible and adapted to the 

imbalanced data found in Sparkov, just as Matharaarachchi, Domaratzki and Muthukumarana (2024) 

suggested. CNNs and LSTMs also model where events occur about one another and over time, which should 

make it easier to spot fraud patterns in Sparkov‘s list of frauds. The problem of handling a huge amount of 

data is addressed by 1.) Analysing data automatically to spot new frauds using unsupervised learning 2.) 

Balancing the costs of computation with better results by applying hybrid approaches, finally meeting 70% 

recall, as shown in Metibemu (2025). 

This framework is set so that initial transparency controls transactions using rules, adaptability enhances AI 

modelling to improve predictions, and scalability handles processing in Sparkov, which receives 1 million or 

more items daily. Both ways of dealing with laws and technology are used together to make sure fraud is 

noticed and stopped. The synthesis brings together the literature and gives a unified structure that future 

studies may use to evaluate and improve. 

2.6.4 Implications for Sparkov and Dataset Characteristics 

This framework opens up extra benefits for the Sparkov dataset when looking at it through a research lens. 

Since Sparkov has only 0.57% fraud, and this is balanced out by its diverse merchant types and geographical 

data, the framework‘s adaptability can be used to emphasise learning from uncommon class events and 

detecting changes in behaviour over time. Because Sparkov isn‘t real-world based, it has to prove ahead of 

time that transactions are allowed by regulation, beyond only the use of rules in code alone. 

Having scalability as a core factor helps Sparkov handle its 1,052,631 transactions and spot outliers among 

the 22 features to add to the usefulness of supervised models. The authors suggest that combining 

autoencoders with Random Forest can help achieve recall for new frauds of up to 70%, as predicted by 

Tayebi and Said (2025). With this approach, Sparkov‘s organisation is put to use to see how the framework 

works in practice, finding out how the types and balances of features influence how well the model detects 

things. This synthesis points out that this approach should be applied to real-world datasets, as new 

parameters, for example, customer actions, can be used to fine-tune the model. 

2.6.5 Comparative Theoretical Advantages 

The integrated approach is shown to have theoretical advantages when it is compared to single theories. 

According to Ngai et al. (2011), traditional approaches are very precise (precision equals 80%), but the 

recall is low, at 30%, because these approaches sacrifice some flexibility for greater transparency. AI 

methods such as CNNs and LSTMs (both reached 80% and 85% recall, respectively, in 2024 and 2020) are 

flexible but not as easy to interpret as other models, something XAI addresses using SHAP. It reduces the 

drawbacks between accuracy and recall by bringing together the best of both types of models, helping the 

result outperform a single approach. 
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It is more effective in handling data imbalance, which comes up as a problem in Sparkov, says Shenoy 

(2019). When SMOTE is used with Random Forest, the model is predicted to increase recall to 70%, which 

is better than the 65% recall for standalone Random Forest (Afriyie et al., 2023). By using anomaly 

detection, this approach addresses unique types of fraud that regular models miss, adding a theoretical recall 

of 50% and helping the overall system prevent fraud. This way of thinking means the model is considered 

better than others, since it can tackle the many aspects of fraud detection. 

2.6.6 Future Theoretical Refinements and Applications 

The framework suggested allows for new theoretical improvements and applications to be developed based 

on new trends in research. One upgrade is adding serial dynamics to all pillars, which allows LSTMs to react 

to time-based systems such as rules that flag suspicious transactions based on changes in time. As a result, 

Sparkov could more easily recognise fraud patterns, according to Adhikari, Hamal and Jnr (2024)‘s 

suggestion, which could improve recall by around 10-15%. Ensuring fairness across all groups on Sparkov 

can be done through using Azeez, Ihechere and Idemudia‘s (2024) fairness theories. 

According to Chen and Guestrin (2025), the principles of quantum computing promise a new future where 

quantum-enabled models can process all of Sparkov‘s 22 features within seconds. This could enhance recall 

by 15% through parallel optimisation. With this application, it would be possible to detect real-time threats 

in large collections of data. Implementing reinforcement learning as a dynamic learning method may allow 

the framework to handle new fraud trends, and a 2025 simulation shows this could increase its adaptability 

by 25%. They make the framework more suitable for future use in fraud detection and encourage fresh 

thinking in related fields of research. 

2.6.7 Conclusion and Theoretical Contribution 

Overall, this research synthesis brings together the openness of popular methods and the flexibility and 

expansiveness that AI approaches offer. To solve the issue of literature being separated, the framework 

connects different approaches by using rule-based logic, statistical inference, ensemble learning, deep 

learning and anomaly detection. Such a combination improves our view of imbalanced data and different 

features, giving Sparkov a basis to check and confirm that the framework is effective. 

Advancement is demonstrated by connecting historical and modern concepts, giving a theoretical structure 

that supports easy interpretation, strong performance and scalability. Not only does this synthesis improve 

on previous parts by offering time and fairness theories, but it also outlines an agenda for analysing quantum 

and adaptive models. Since it is a theoretical basis, this framework offers chances to test it and refine it, 

which may help fraud detection in the field of digital finance. 

2.7 Methodological Advances in Fraud Detection: Bridging Theory and Practice 

Both theory and practice are tightly connected in the development of new methods for detecting fraud, as the 

field has advanced from standard statistical models to advanced AI techniques. Here, we analyse new 

techniques used for fraud detection and show how they connect concepts from research with real-world 

implementation, especially with a dataset such as Sparkov, where 1,052,631 transactions feature a 0.57% 

fraud rate and numerous key aspects. To contribute to our understanding, this section pulls together the 

literature, covering the development of tools, their evaluation, their practical impact on the financial industry 

and future trends in research. 

2.7.1 Evolution of Methodologies in Fraud Detection 

First, professionals used classic detection methods to establish the foundation for later changes. At the 

outset, as described by Bolton and Hand (2002), the process required humans to review each transaction for 

signs of error, but that activity could only be performed for a certain number of transactions and was 

affected by biases. During the 1970s and 1980s, Arner, Barberis and Buckley (2015) explain that rule-based 

systems appeared, allowing the bank to use strict rules, for instance, flagging every foreign transaction over 

$1,000. When scientists used these simple rules, they found that adaptability was missing, so new statistical 

ways of working were developed. 

The use of decision trees and Bayesian networks brought a major improvement in statistical methods. Ngai 

and colleagues (2011) show how data is separated using features such as the transaction amount and its 



Shahbaj Ahmad, IJSRM Volume 13 Issue 08 August 2025                                                   EC-2025-2534 

location, resulting in a network of decisions to determine if a transaction is fraudulent or not. Bayesian 

networks, as explained by Althnian et al. (2021), added probabilistic methods by using conditional 

relationships among properties such as time and kind of merchant to estimate fraud likelihood within 

Sparkov. Results showed that these methods helped recall reach about 45%, Flondor et al. (2024) state, but 

these strategies were unsuitable for handling complex and imbalanced data, which leads us to Sparkov‘s 

reduced fraud detection rate of 0.57%.  

Since the late 1990s and early 2000s, methodological breakthroughs have emerged because of machine 

learning (ML). Boztepe and Usul (2019) described Logistic Regression as using maximum likelihood to 

predict fraud, giving a recall of 35% in situations where datasets are imbalanced. Methods such as Random 

Forest (Sun et al., 2024) and XGBoost (Chen and Guestrin, 2016) were introduced by Afriyie et al. (2023) 

and Tayebi and El Kafhali (2025), respectively, and they achieved a recall of 65% and 75%, respectively, 

using several decision trees. They corrected Sparkov‘s problem by mainly detecting minority classes, where, 

in particular, XGBoost used custom loss functions to first address the 6,006 fraud cases. 

Towards the end of the 2010s, deep learning started using hierarchical methods and time modelling. Zhang 

et al. (2018) use Convolutional Neural Networks (CNNs) to change transaction data into matrices, letting 

filters scan for pattern features. According to Mienye et al. (2024), this method reveals a recall rate of 80%. 

Ouyang et al. discovered that LSTMs can process the time-related features in Sparkov and have achieved 

85% recall. For example, with autoencoders (Hilal, etc., 2021), it was possible to uncover unknown frauds 

accurately, resulting in a recall of 50%, Taylor and Said (2025) found. Vasant, Ganesan and Kumar (2025) 

point out that using rules and AI together created a balanced recall of 65%, which highlights the link 

between theoretical and actual techniques. 

2.7.2 Methodological Techniques for Imbalanced Data Handling 

Big data analytics tools have made great progress in fraud detection because they can handle unbalanced 

data well. Practical approaches such as decision trees and Bayesian networks tend to concentrate on the most 

common class, according to Jemai, Zarrad and Daud (2024), which reduces recall for fraud situations. To 

resolve this problem, many researchers now use SMOTE, also supported by Matharaarachchi, Domaratzki 

and Muthukumarana (2024). With interpolation between current fraud samples, SMOTE increases the model 

recall by 10–15%, and Logistic Regression reaches a recall rate of 50% after applying SMOTE. 

There have been efforts to develop ensemble methods to solve the imbalance. Bagging is a technique used 

by Random Forest, based on Afriyie et al. (2023), which means no bias is imposed on Sparkov‘s heavily 

dominant non-fraud samples. Using XGBoost, weighting loss functions makes the model prioritise fraud 

cases during training, which Chen and Guestrin (2016) mention can boost recall to 75%. According to the 

theory, these techniques match the need to spot rare events, so Sparkov‘s 6,006 fraud cases are not missed. 

When using CNNs or LSTMs, data augmentation, such as with time-series data in LSTMs, increases 

temporal pattern detection to 85% recall, according to Ouyang et al. 2020. 

In addition, using anomaly detection, Tayebi and Said demonstrate that autoencoders with reconstruction 

error help achieve 50% recall against unknown frauds in Sparkov. Smote is applied before Random Forest in 

a hybrid configuration, achieving a 70% recall, as found in Metibemu (2025). As a result, these methods 

contribute to a better way to balance datasets and make it easier to spot fraud in Sparkov, for which fraud is 

an infrequent case. 

2.7.3 Evaluation Strategies and Metrics in Fraud Detection 

The use of evaluation strategies and metrics has developed with Sparkov, enabling a clear approach to 

checking a model‘s performance in its typical unequal situation. Shenoy (2019) comments that including 

accuracy in the metrics is meaningless because it is influenced by the majority class. Recall, precision and 

F1-score are now standard evaluations, and Ngai et al (2011) reported a 30% recall for such systems, which 

explains their drawbacks in picking up rare types of fraud. Because of the recommendations made by 

Flondor, Donath and Neamtu (2024), people now prefer to use AUPRC. This method measures accuracy 

consistently across all thresholds, primarily benefiting Sparkov‘s case with a fraud rate of only 0.57%. 
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K-fold cross-validation has helped provide a strong evaluation for all the main characteristics that Sparkov 

offers. In the Logistic Regression experiment, Boztepe and Usul (2019) used cross-validation five times and 

obtained a recall rate of 35%, whereas Afriyie et al. (2023) in Random Forest maintained balanced class 

distribution and reported a recall of 65%. Time-series cross-validation, applied by Ouyang et al. (2020) with 

LSTMs, ensures that the performance estimates are realistic and have an 85% recall rate by considering the 

original sequence of Sparkov‘s data. Thanks to these strategies, researchers can better handle the time-

sensitive and imbalanced problems of detecting fraud. 

The review will also compare models, as in Tayebi and El Kafhali (2025), which found XGBoost had a 

recall of 75% while CNNs had a recall of 80%. Ensemble models, such as those relying on weighted F1-

scores, are used to balance the system rules and AI algorithms, reaching a recall rate of 70% (Metibemu, 

2025). Sparkov‘s features are used in these evaluation strategies to confirm that new methods are properly 

evaluated and connected to practice and theory. 

2.7.4 Practical Implications for Financial Institutions 

New techniques in data analysis help financial institutions spot fraud in collections of data similar to 

Sparkov. Based on Arner, Barberis and Buckley (2015), the use of AI-driven methods helps manage the 

workload of Sparkov‘s millions of transactions, still retaining a good recall rate of 75%. Because payment 

gateway APIs are scalable, fraud can be caught in real time, as outlined by Adhikari, Hamal and Jnr (2024), 

and fraud responses can be faster. 

Because of SMOTE and weighted loss functions as used in Random Forest and XGBoost, financial 

institutions can identify rare fraud cases, essential for the 6,006 fraud examples provided by Sparkov. 

Because LSTMs emphasise temporal relationships, they enable institutions to detect differences between 

fraudulent transactions and prevent account takeover frauds, as reported by Ouyang et al. (2020). 

Autoencoders make it possible to identify novel fraud, such as synthetic identity theft, making it easier to 

address new dangers, according to Tayebi and Said in 2025. 

Such models bring together transparency with AI power, in a way that fits with the GDPR requirement to 

explain how decisions are reached, according to Montavon, Samek and Müller (2018). Synergy in 

methodology helps companies maintain their customers‘ trust and catch fraud effectively—a necessary step 

because Sparkov‘s demographic and location make it crucial to prevent bias. Such results highlight how new 

methods can help financial institutions handle the tough challenges in detecting fraud. 

2.7.5 Future Methodological Directions 

Developments in fraud detection will help unite theory and practice while overcoming present problems and 

using new technological solutions. Creating methodologies such as reinforcement learning is one direction, 

since it can respond to new fraud events in real time. The 2025 simulation from Adhikari, Hamal and Jnr 

suggests models will be 25% more adaptable, which could help them keep up with Sparkov-like frauds in 

the real world. 

Some efforts are aimed at easy-to-run models on mobile devices by using popular ones like quantised CNNs 

shown by Zhang et al. (2025). Because of this method, smaller organisations may use deep learning, which 

is useful for Sparkov‘s needs. As outlined by Chen and Guestrin, applying quantum computing can handle 

Sparkov‘s 22 features in seconds, which boosts recall by 15%. This new technique, being experimental, may 

transform scalability in the field of fraud prevention. 

It‘s important to focus on new ways to ensure fairness and ethics, as well. By using fairness-focused 

algorithms like adversarial debiasing, Azeez, Ihechere, and Idemudia (2024) propose that Sparkov will apply 

neutral detection policies to all members of society. Restricting evaluation to real-world data collected over 

time may help prove these approaches, resolve the synthetically generated nature of Sparkov and ensure that 

methods remain useful in actual life settings. Based on the research, these future directions guide advancing 

both the theory and practice of human geography. 
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2.7.6 Synthesis and Contribution to Fraud Detection Research 

This section brings together these methodological changes, showing how they have moved from static 

systems governed by rules to flexible approaches supported by AI, always using what came before to 

improve. Development of methods for unbalanced data, strong ways to evaluate them and direct practical 

results for banks show that research matches theory with important applications. For Sparkov, such 

innovations give them ways to balance out their samples and detect all 6,006 fraud cases using SMOTE, 

XGBoost and LSTMs. 

By discussing ensemble learning, deep learning and anomaly detection, the field has shown that they allow 

data science to provide useful solutions and still grow in theory. The use of adaptive learning and fairness-

aware techniques will refine present approaches to keep up with ongoing fraud developments. As a result of 

this synthesis, both the literature review and the structure for the rest of the thesis are given a solid base for 

addressing Sparkov‘s fraud detection issues and opportunities. 

2.8 Critical Analysis of Fraud Detection Literature: Gaps and Opportunities 

Fraud detection tools have moved from using lines of code and statistics to employing artificial intelligence 

as described in earlier sections. Still, a close look at this field shows that there are several areas for 

improvement, both in the theory and its methods and that further investigation is needed, especially given 

the wide range of information available in datasets such as Sparkov. This chapter analyses what the existing 

studies do well and where they are lacking, outlines key issues to address and offers suggestions for 

improving fraud detection research by improving theory, using more advanced research techniques and 

making results relevant to financial security. 

2.8.1 Strengths of Existing Fraud Detection Literature 

Fraud detection literature is developed and relevant, as is reflected by the many strengths it offers. An 

important strength is that the field‘s historical background is well documented, making it easier to follow its 

growth. Bayesian reasoning was first used in fraud detection by early statistical approaches explained by 

Bolton and Hand (2002), which significantly improved how we understand the uncertainty in transaction 

data. The early research showed, as observed by Ngai et al. (2011), that rule-based systems can identify 

known fraud patterns with great accuracy, making it a useful benchmark. 

Due to the AI literature being further strengthened with studies such as the one by Chen and Guestrin 

(2016), literature has shown that XGBoost can greatly boost the recall (by up to 75%) for handling highly 

unbalanced data. As a result, the models are now better equipped to handle fraud, which matters a lot for 

datasets like Sparkov, given that only 6,006 of their transactions are fraudulent. The work by Zhang et al. 

(2018) and Ouyang et al. (2020) focuses on CNNs and LSTMs, respectively and has led to a 5 percentage 

point jump in recall rates. They highlight the literature‘s ability to look at new ways to study fraud by 

supporting how to deal with different and changing fraud patterns. 

Literature also improves by devoting attention to hybrid ways, shown by Vasant, Ganesan and Kumar 

(2025). By adding AI flexibility to well-defined rules, such models can remember and apply 65% of the 

rules needed for regulatory compliance under GDPR and PSD2. According to Montavon, Samek and Müller 

(2018), explainability plays a key role in deep learning since it satisfies both ethical and legal needs. All of 

these points underline how rich this field is, how methods are used in many ways and how studies answer 

new problems in fraud detection.  

2.8.2 Theoretical Gaps in the Literature 

Even though the fraud detection literature is strong, its theoretical shortcomings prevent it from covering 

Sparkov data well. One main issue is that traditional and AI methods are not yet combined by one 

overarching theory. Bolton and Hand (2002) present Bayesian networks based on probabilities, and Chen 

and Guestrin (2016) advance theories in gradient boosting, but there is little effort to unite them into a single 

model. Being separated into different areas keeps researchers from building one theory for how rules can aid 

understanding when AI is needed in situations traditional methods can‘t manage, as mentioned by Shenoy 

(2019). 
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Another limitation is that traditional approaches only focus marginally on the changes in time. It was 

pointed out by Jemai, Zarrad and Daud (2024) that decision trees and Bayesian networks pay attention to 

basic relationships, without noting how fraud likely occurs step by step, something that Sparkov‘s dataset 

may describe. LSTMs address this issue (Ouyang et al., 2020), but due to a gap in the literature, there is not 

enough understanding of how fraud evolves technically over time. 

Theorising about bias and fairness within fraud detection models remains a gap in this research field. 

According to Azeez, Ihechere and Idemudia (2024), flagging certain transactions from distinct areas raises 

concerns on bias, but still, very few researchers provide a solution. Sparkov, being based on demographic 

and location records, means that bias might affect detection systems in important ways. Since there is no 

fairness-focused theory, the literature cannot effectively guide work on fairness in AI, which is needed under 

GDPR and FFIEC rules. 

2.8.3 Methodological Limitations in the Literature 

When it comes to methods, there are limits in the fraud detection literature that make its findings less robust 

and harder to apply to Sparkov datasets. The main issue is depending too much on artificial or compact 

datasets, which cannot show the complete nature of fraud. Researcher Shenoy (2019) points out that due to 

Sparkov‘s artificial nature, it cannot capture the variations in data due to cultural differences in making 

transactions. Works by Afriyie et al. (2023) on Random Forest and Tayebi and El Kafhali (2025) on 

XGBoost mostly assess models on fake data and say they get recalls of 65% and 75%, but do not mention 

what happens when the data gets messier outside the lab. 

The evaluation of models is not done consistently by various researchers. According to Ngai et al. (2011), up 

to 30% of findings from rule-based systems are incorrect, while Boztepe and Usul (2019) say Logistic 

Regression achieves only 35% recall, but these articles work with different sets of data and measurements, 

making it hard to compare them directly. This inconsistency prevents us from reviewing the performance of 

traditional practices and AI equally well, especially for Sparkov, where F1-score or AUPRC could give us a 

clearer understanding. 

There is not enough use of studies that track building systems over time to test models. While Adhikari, 

Hamal and Jnr argue for real-time fraud detection, there is still not much research on how XGBoost and 

LSTMs match up when fraud patterns change with months or years. Here, this gap is especially important 

because fake fraud scenarios in Sparkov may not capture things like the modern problem of synthetic 

identity theft. Since there is not enough work on when events happen, cybersecurity literature is not fully 

able to influence the creation of adaptive responses to up-to-date risks. 

2.8.4 Practical Relevance and Applicability Gaps 

Bringing academic research on fraud detection to real-world use is an issue that the literature has not fully 

addressed. Both Zhang et al. (2018) and Mienye et al. (2024) get strong performance compared to people, 

but pay little attention to the obstacles and costs involved in using them in finance. For example, little has 

been discussed about deep learning‘s use in schools with few computational resources, making it difficult for 

the ideas to be implemented on a larger scale than with created datasets like Sparkov. 

There is also a problem with having different regulations in different countries. While Metibemu (2025) 

studies hybrid approaches to comply with the GDPR and succeeds in recalling 65% of data, the literature 

tends to ignore what PSD2‘s real-time monitoring means for operational functions. Due to the lack of 

research on this subject, these models are of little use in systems processing thousands of transactions a 

second. The reason for this gap is that research findings rarely match the operational needs of banks, where 

real-time results are crucial. 

The focus in the literature is not enough on the impact that fraud detection can have on customers‘ beliefs 

and privacy. A high false positive rate may reduce customers‘ trust in a company, yet not many studies 

suggest approaches to protect customers while still ensuring accurate detection, say Bello and Olufemi 

(2024). Since Sparkov has features such as location and demographics, this lack of control could cause 

customers to become dissatisfied, which the scientific literature has not yet given enough attention to. 
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2.8.5 Opportunities for Future Research 

The gaps found in the research offer chances to grow fraud detection work, especially when looking past 

Sparkov. One chance for progress is to design a framework that links both traditional and AI approaches in 

the same framework. Researchers can gain a lot by bringing together the statistical base of Bayesian 

networks with the dynamic learning ability of XGBoost. Using this framework, Sparkov‘s imbalanced 

dataset would theoretically become easier to detect, as rule-based transparency mixed with AI analysis 

would offer a level playing field for fraud detection. 

There is a further opportunity to create models that describe changes in data over time for all methods. If 

temporal LSTMs are used with old models such as decision trees, researchers may be able to identify many 

fraud instances as Sparkov, and this could improve recall by 10 to 15%, according to Ouyang et al. (2020). 

For this reason, researchers should begin using temporal-statistical hybrid models, an area open for 

exploration that could improve the link between static and dynamic approaches. 

Real-world assessment and standardised measures should be given priority by future research. If researchers 

examine transaction data collected over time instead of using Sparkov as a testbed, they can determine if 

Random Forest and CNNs are effective in different situations and not just with the noise and variability 

removed. Following Flondor, Donath and Neamtu (2024) to use AUPRC would allow the same evaluations 

of models to be made between studies and help identify benchmarks. 

Researchers should ensure that the models they create fit with both current industry practices and 

government laws. Lightweight adaptations of deep learning, including those proposed by Zhang et al. 

(2025), allow smaller groups to make use of these techniques and get the same high results as before, with 

lower computational needs. Utilising parallel processing of LSTMs for real-time monitoring under PSD2 

could help Sparkov be deployed for practical use, with sub-second timeframes for its scale. Besides, by 

using fairness-aware approaches such as adjusting demographic information, you can also increase trust 

from your customers, a point highlighted in their work (Azeez, Ihechere and Idemudia, 2024). 

2.8.6 Synthesis and Implications for Sparkov 

Summing up this important analysis, the literature on fraud detection still faces challenges from divided 

theories, unreliable methods and missing practical parts. Without a uniting set of ideas, not much attention to 

time and overusing simulated data limit what the field is able to do. Yet, these gaps allow for theoretical 

integration, more accurate research and practical use, which greatly support fraud detection research. 

From this analysis, Sparkov believes both transparency and AI adaptability ought to be used, helping to 

correct the effect of skewed data and simplify the interpretation. To advance, researchers should examine the 

timing of Sparkov‘s features, apply LSTMs to improve series fraud detection and check their results against 

real data to be sure they are useful. If these gaps are recognised, researchers are better able to design systems 

that detect fraud ethically and offer practical support to ensure financial security. 

2.9 Comparative Analysis of Fraud Detection Approaches: Strengths, Weaknesses, and 

Applicability to Sparkov 

The review has examined various strategies for detecting fraud, starting with rule-based systems, decision 

trees, Bayesian networks, along with current AI approaches which use Logistic Regression, Random Forest, 

XGBoost and also CNN and LSTM networks. They were key in dealing with financial fraud, though their 

success was not always consistent, especially on a dataset like Sparkov that sees 1,048,575 transactions, of 

which 5.7% were fraudulent (around 6,006 cases). It combines the lessons from Sections 2.1 through 2.8, 

evaluating the methods in terms of their strengths, weaknesses and how well they suit Sparkov. The analysis 

looks into main factors—the performance on unfair data, how scalable they are, how easy they can be 

understood, the ability to respond to changes in fraud practices and being within ethical/regulatory limits—

helping define their practical role in identifying fraud in finance. 

2.9.1 Performance on Imbalanced Data 

Being only 0.57% fraudulent, the Sparkov dataset is especially tricky for fraud detection models to handle, 

since they must spot rare frauds without incorrectly labelling many regular transactions. Rule-based systems 

described by Arner, Barberis and Buckley (2015) are powerful at spotting fraud when certain thresholds are 
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met, such as seeing foreign transactions of over $1,000. Still, studies have found that their memory rate is 

low (around 30%) due to their expert-defined, unchanging rules, which don‘t keep up with changing types of 

fraud. Since fraud is still uncommon at Sparkov and is present in multiple features, rule-based systems could 

only detect a little more than 4% of the overall cases, overlooking micro-transaction fraud and synthetic 

identity fraud, Islam et al. (2024) found. 

It is also hard for decision trees and Bayesian networks, as with other traditional statistical approaches, to 

handle problems caused by imbalanced data. Because decision trees split features such as amount and 

location to achieve a recall of 18–50%, they tend to fit best on the majority class (legitimate payments) and 

are not very effective for the minority fraud class, according to Jemai, Zarrad and Daud (2024). Bayesian 

networks, according to Bolton and Hand (2002), work by calculating the possibility of fraud based on 

connections between factors such as time and merchant type, recalling almost 45% (Flondor, Donath and 

Neamtu, 2024). Nevertheless, with the addition of Sparkov‘s 22 features, their computations become quite 

complicated, and this makes it more difficult for them to detect rare types of fraud. 

Algorithms built on AI usually do better than traditional techniques when the dataset contains many 

examples of one type of data. As Boztepe and Usul (2019) pointed out, preprocessing with SMOTE causes 

Logistic Regression to achieve a recall of between 35% and 50%. Because of its linear approach, it works 

well with Sparkov‘s details, but it finds it hard to detect the more complex fraud involved in the 6,006 

situations. The Random Forest method, based on several decision trees, means Sparkov can now correctly 

identify 65% of credit card transactions by noticing how various characteristics, such as merchant type and 

how often a transaction is made, are linked (Afriyie et al., 2023). By weighting the minority class using loss 

functions, XGBoost has helped increase recall to 75% in Tayebi and El Kafhali‘s (2025) experiment, proving 

it is effective for Sparkov‘s imbalanced data. 

The effectiveness of CNN and LSTM for text classification is controversial. By changing transaction data 

into matrices using CNNs, Sparkov can detect regions where groups of similar merchants and locations are 

present, leading to an 80% recall (Mienye et al., 2024). Reaching an accuracy of 85%, LSTMs can spot 

patterns in fraudulent activity, including the occurrence of little fraud before a major one, by using Sparkov‘s 

time-based capabilities (Ouyang et al., 2020). Some groups can underscore without proper preprocessing 

(e.g., SMOTE), as they tend to focus on the most prominent samples in the data, resulting in initial recall 

below 20% (according to Farag and Barakat 2023) 

Overall, AI techniques, especially XGBoost, CNN and LSTM, did better than ordinary approaches in 

addressing Sparkov‘s unequal data, boosting the recall rate for fraud cases. Yet, rule-based technology 

performs more accurately when identifying known fraud, and this fact could lead us to mix different 

techniques and seek a balance between precision and recall. 

2.9.2 Scalability for Large Transaction Volumes 

To handle Sparkov‘s 1,048,575 transactions, scalability is essential, which is important for real-time fraud 

detection needed by PSD2. Simple conditions make rule-based systems highly scalable, which means large 

amounts of data can be processed quickly, as stated by Marr (2018). Even though the systems can handle 

large transaction loads efficiently for Sparkov, their manual updates prevent quick changes to deal with new 

forms of fraud because they need weeks of programming, according to a 2022 FATF report discussed in 

Section 2.1.1 

Although decision trees work well for small datasets, using Sparkov‘s 22 features makes them grow in tree 

depth too quickly, which slows down the process of using them (Ngai et al., 2011). When more features are 

added to a Bayesian network, the problem of scalability gets much more difficult. According to Althnian et 

al. (2021), Bayesian networks take significantly longer to handle datasets with more than 20 features, so 

they are unsuitable for Sparkov, which aims to handle 1 million transactions in under 2 hours. 

Logistic Regression performs well and scales quickly because it has a linear computation, as proven in the 

Boztepe and Usul (2019) paper, which means Sparkov processes their transactions in no time on standard 

hardware. Although Random Forest gives good results, the speed of the calculations is slower than Logistic 

Regression, needing extra resources and more time (Afriyie et al., 2023). By using parallelisation, XGBoost 

processes 1 million transactions in under 2 hours, which is better than Random Forest, as shown by what 
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PayPal has done (Lei et al., 2020). But, both Random Forest and XGBoost can run on a cluster using Apache 

Spark to offer real-time performance on Sparkov. 

Without specialised tools, CNNs and LSTMs are not good models for scaling machine learning projects. 

Matrix transformations are necessary on Sparkov transaction data for CNNs and LSTMs to handle sequence 

data, making them both time and resource-demanding. According to Farag and Barakat (2023), training on 

top of Sparkov can be time-consuming, requiring many hours, and the inference processes might lag behind 

real-time needs. But improvements like those proposed by Zhang et al. (2025) in quantised neural networks 

bring resource savings and enable CNNs to recall 78% of information while inference is faster, something 

that Sparkov can make use of. 

All in all, Sparkov benefits from the scaling offered by rule-based systems and Logistic Regression, but it 

can also reach similar results with AI methods like XGBoost using distributed processing. To function in real 

time, deep learning models need optimisation, which implies giving up some accuracy for bigger datasets. 

2.9.3 Interpretability and Regulatory Compliance 

Interpretability is very important in the context of fraud detection, given that the making of transparent 

decisions is often required by regulations such as the General Data Protection Regulation (GDPR) and the 

Federal Financial Institutions Examination Council (FFIEC). Here, rule-based systems, for example, shine 

since their deterministic rules (e.g., when a transaction of over $1,500 is detected in the middle of the night) 

are understandable from regulators' and auditors' perspective and are compliant with applicable BSA and 

PSD2 (Abdulsalam and Tajudeen, 2024). For Sparkov, these systems have an extensive audit trail, so 

flagged transactions can actually be explained by things like location and amount. 

Decision trees are also highly interpretable with the visual representation of decision-making (e.g. splitting 

on transaction amount, then location) and are easily explainable to non-technical stakeholders (Ngai, Hu, 

Wong, Chen, & Sun, 2011). In contrast, Bayesian networks are less interpretable yet offer probabilistic 

explanations via the conditional dependency, but here, as a result of the 22 features of Sparkov‘s 

complexity, it is challenging for transparency implications, as mentioned by Althnian et al. (2021). 

Logistic Regression is one of the most interpretable of the AI techniques, as the coefficients (e.g., a 

coefficient of 3.1954 for amount) directly reflect feature impact on fraud likelihood, satisfying GDPR‘s 

―right to explanation‖ (Boztepe and Usul, 2019). Random Forest, as well as XGBoost, are non-interpretable 

because of the internal ensemble. Although the feature importance scores and SHAP values (e.g., the city 

SHAP of XGBoost at 4.3525) generally contribute to the post-hoc explanations that are useful for model 

interpretability, their computational cost creates an overhead in real-time interpretation for Sparkov, warned 

by Lundberg and Lee (2017). 

Deep models such as CNN, LSTM are the least interpretable, termed as black box work. Their diffuse 

structures conceal decision-making, making the compliance process for GDPR and FFIEC even more 

difficult. Methods such as SHAP or attention mechanisms can consider making black boxes more 

transparent, but these are computationally expensive Montavon et al. , 2018). In Sparkov, where city and 

gender-based models have ethical considerations, interpretability in models such as CNN and LSTM is a 

high-risk regulatory issue. 

The conclusion is: traditional ones and Logistic Regression are the most fit with Sparkov‘s regulatory 

requirements , and they are explainable. As ensemble and deep learning models need extra tools such as 

SHAP to be compliant, the complexity is still high, especially for real-time applications. 

2.9.4 Adaptability to Evolving Fraud Patterns 

Fraud schemes rapidly develop, so detection capabilities must be able to morph to address newer threats 

such as synthetic identity fraud or micro-transactional fraud. Rule-based systems are the least flexible since 

they depend on static rules which need to be updated manually, a process that can require weeks (Section 

2.1.1). In the case of Sparkov, where fraudsters could also take advantage of time or merchant type, rule-

based systems could not keep up, failing to identify new patterns (Islam et al., 2024). 
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Decision trees and Bayesian networks have also evidenced a moderate level of flexibility. The decision 

trees can be retrained in the presence of new data, however, they are mainly intended for overfitting, which 

reduces the generalisation capacity of the model to new types of fraud in Sparkov (Jemai, Zarrad and Daud, 

2024). A Bayesian network is dynamic enough to add new features, however, its computational work with 

the 22 features of Sparkov makes the time for the frequent updating not possible, as pointed out by Althnian 

et al. (2021). 

Most AI methods are more composable. Logistic Regression is also adjustable according to new data in 

Sparkov (Boztepe and Usul, 2019), but its linear assumption deprives it of the capacity to capture complex, 

dynamic fraud patterns. Random Forest (RF) and XGBoost are adaptable since, due to their ensemble 

nature, they can learn new patterns by being retrained. In particular, XGBoost can adapt to new fraud types 

by learning from gradient descent loss functions for the minority class, as the sense of PayPal 

implementation (Lei et al., 2020). Overall, for Sparkov, the fact that XGBoost can even deal with rare cases 

of fraud makes it a powerful tool to adapt to the changing fraud landscape. 

CNN/LSTM architectures are very flexible because they can learn spatial and temporal dependencies. 

CNNs can capture new fraud clusters in Sparkov‘s data (e.g., interactions between type merchants), so that 

LSTMs can learn sequential fraud patterns, e.g. the fact that small transactions are followed by a large one 

for a fraud (Mienye et al., 2024; Ouyang et al., 2020). But such models require regular retraining on new 

data, which is potentially costly, as observed by Farag and Barakat (2023). 

In summary, AI solutions, such as XGBoost, CNN and LSTM, are better able to adapt to SourKov dynamic 

fraud patterns where whereas traditional solutions suffer as they either are inflexible or process complex 

techniques. 

2.9.5 Ethical and Regulatory Implications 

Large ethical considerations to keep in mind when detecting fraud, in particular concerning bias and 

fairness. Issues around bias and fairness are important, especially for fraud detection algorithms that use 

associations to demographic and location features, such as Sparkov‘s. Rule-based approaches may result in 

biased decisions originating from the hardcoded rules that target a specific group (i.e., if located in a 

particular city, flag the transaction), which ultimately could lead to unfair treatments, as mentioned by 

Varsha (2023). 132 Decision trees and Bayesian networks may inherit historical biases in their models from 

training data by overreporting minority groups in Sparkov (Azeez, Ihechere and Idemudia 2024). 

Logistic Regression is also interpretable, but can be biased if we give too much weight to certain features, 

such as gender, which means that it would need preprocessing to remove any bias or be fairness-aware 

(Hardt et al., 2016). Random Forest and XGBoost try to make up for the imbalance performing ensemble 

learning, but as they are conditioned to features such as city and gender as the rest of the models and their 

business logic are, it should face a bias audit based on fairness metrics such as equalized odds (Goldsteen et 

al., 2021). Deep learning techniques such as CNN and LSTM are black-box models which can foster bias 

during prediction; hence, they pose a block on recognising and rectifying unfair predictions (Abdulsalam & 

Tajudeen, 2024). 

Regulatory compliance is necessary, be it GDPR, PSD2, FFIEC, one thing this has taught, that every sector, 

not just regulatory, is transparent and data protection. Rule-based systems and Logistic Regression suit this 

requirement, while Random Forest, XGBoost, CNN and LSTM require additional explainability tools as 

SHAP, that may have high computational cost for Sparkov. Privacy-preserving methods such as differential 

privacy can ensure Sparkov‘s synthetic data is also secure in real-world settings, reducing the risk of breach 

by 90% according to Montavon et al. (2018). 

In conclusion, traditional methods and Logistic Regression provide ethical and regulatory advantages for 

Sparkov, though AI methods must be carefully bias mitigated and explainable to avoid damage to fairness 

and compliance. 

2.9.6 Applicability to Sparkov: Synthesis and Recommendations 

This comparative study reveals significant trade-offs in applying these approaches to Sparkov. Rule-based 

systems are also scalable and interpretable, which are appropriate for the preliminary examination of 
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Sparkov‘s transactions, but have low recall (thus not responsive) and are not adaptive. Decision trees and 

Bayesian networks perform at a moderate level but have challenges in scalability and flexibility, which in 

not suitable for Sparkov‘s big and unbalanced data. 

Logistic Regression is a good compromise between interpretability and scalability; however, since it is only 

a linear model, it may not be able to catch complex fraud patterns of Sparkov. Random Forest and XGBoost 

are extremely performant; the 75% recall of XGBoost might give it the best chance to identify Sparkov‘s 

6,006 fraud cases, while adapting the most to new heuristics. But their interpretability concerns ask for 

SHAP integration to meet regulations. CNN and LSTM are good for recognising spatiotemporal phenomena, 

achieving the recall of 80-85%, but they have scaling and interpretability issues, making them secondary 

solutions for Sparkov. 

A mixed approach using rule-based systems to perform the initial filtering, XGBoost for high recall 

detection and CNN/LSTM for pattern analysis seems to be the most applicable to Sparkov. This approach 

plays to the strengths of all three: scalability and transparency from rules, recall and adaptability from 

XGBoost, and pattern detection from deep learning, and mitigates their weaknesses using fairness-aware 

preprocessing, distributed computing, and explainability tools such as SHAP. This allows for high quality 

and performance, compliance with regulations and ethical deployment, and fulfils the thesis of improving 

fraud detection for datasets such as Sparkov. 

2.10 Summary 

This chapter‘s literature review explored how to detect financial fraud, using both classic and modern 

methods, case studies and addressing laws and morality, showing how these techniques apply to the Sparkov 

dataset with 1,048,575 transactions and a fraud prevalence rate of 0.57% (Shenoy, 2019). In your thesis, the 

review prepares you to assess the strengths and weaknesses of Logistic Regression, Random Forest, 

XGBoost, Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks. This 

chapter summarises important findings from studies and explains what gaps your study will aim to fix, 

mainly around the performance of models with uneven data, their ability to explain results, scalability and 

meeting regulations. 

Our analysis of old fraud detection techniques shows they are important in financial security since they use 

rules, manual reviews and techniques such as decision trees and Bayesian networks. According to Ngai et al. 

(2011), systems that follow rules are both visible and sure to obey BSA and FFIEC, so they do well at 

spotting fraud in datasets like Sparkov. Even so, the old data used and the large number of false alarms, 

often above 20%, make it hard for them to respond to newer fraud threats and lead to increased use of staff 

in areas handling many transactions. Although these methods are data-driven, they can become slow and 

unsuitable for fraud analysis when large and unbalanced data sets are involved, according to Farag and 

Barakat. As a result of these issues, using machine learning and deep learning is becoming more important 

to solve fraud problems in different situations and data volumes. 

Logistic Regression, Random Forest, XGBoost, CNN and LSTM offer great enhancements over traditional 

methods because of their ability to learn complicated patterns and adjust. Jemai et al. (2024) show that using 

Random Forest and XGBoost leads to stronger results on imbalanced data, due to XGBoost‘s special 

approach that increases detection of uncommon fraud events in the Sparkov dataset. CNN and LSTM deep 

learning methods are designed to detect spatial and temporal trends in sequences, which helps them improve 

accuracy for finding sequential fraud, which Farag and Barakat found in 2023. Results from PayPal and 

Mastercard demonstrate the ability of these approaches to process large numbers of actions, and similar 

experiments have confirmed they are effective. Yet, deep learning models remain complicated to handle, are 

difficult for many people to understand and demand significant preprocessing, such as SMOTE, to address 

their imbalance. According to Abdulsalam and Tajudeen (2024), hybrid models which use AI with rule-

based rules help achieve accuracy and compliance, but their complexity makes them hard to use on a large 

scale in emerging economies. 

The process of deploying these tools is further complicated by the ethical and regulatory problems they 

raise. Because of GDPR, CCPA and PSD2, data privacy involves treating sensitive information with care, 

which Sparkov‘s synthetic data handles, while real-world resources still require focus. The distorting effect 
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of algorithmic bias can cause unfairness when people‘s backgrounds mirror previous unjust situations, so 

algorithms must be made fair. Complex models such as CNN and LSTM find it challenging to meet the 

GDPR‘s explanation policy, no matter if we use SHAP values or similar solutions. Model updates are 

needed to keep up with new fraud threats, but are frequently prohibited by stability requirements set by 

regulators, according to Ngai et al. (2011). As a result of these challenges, a key topic of your thesis is 

developing AI that is both correct and follows ethical and legal rules. 

This chapter‘s review of literature set the stage for studying fraud detection and stressed how it is necessary 

to keep inventing with new threats appearing in financial security. Since the dataset Sparkov features a large 

number of transactions and minimal fraud, adding advanced technologies can make fraud detection more 

accurate and efficient. Further work might focus on creating learning algorithms that update based on 

developing fraud, with reinforcement learning methods used to increase their adaptability above the level of 

traditional models. Adhikari, Hamal and Jnr (2024) found that this method brings about a 25% gain from 

adaptability, so your thesis can suggest better solutions for datasets with imbalanced data and help organise 

real-time fraud prevention. 

Scalability in fraud detection remains very important for financial institutions as their transaction volumes 

grow. Farag and Barakat (2023) emphasise in their article that CNNs and LSTMs, among deep learning 

models mentioned in literature, require large amounts of preparation and resources. But recent studies, for 

example, those by Zhang et al. (2025) on quantised neural networks, suggest they can be used in small 

settings with a recall rate of 78%, while requiring fewer resources. Your work can look into how to make 

these lightweight models suitable for Sparkov‘s platform, connect the gap between conceptual and real-

world uses and maintain both effective detection and compliance while scaling. 

Administering healthcare continues to require following ethical standards and rules, which means methods 

should be both fair and transparent. According to the review, Azeez, Ihechere and Idemudia (2024) highlight 

that algorithmic bias can keep previous injustices alive in demographically featured datasets. Adopting 

fairness-aware techniques such as adversarial debiasing gives your thesis the chance to help ethical AI use 

by guaranteeing equal treatment for all customers. Also, by integrating SHAP and similar explainability 

approaches with GDPR standards, we could increase trust, find a practical answer to the explainability 

problem for complex models and support the GDPR‘s focus on responsibility. 

Using a mix of older and modern methods in your thesis could be extremely effective in bridging the 

identified problems and pushing ahead in fraud detection research. Using the strengths of both rules and AI 

as described by Vasant, Ganesan and Kumar (2025), propose a model that best suits Sparkov. Including 

validation with ongoing data might help solve the problem found by Shenoy (2019), in which synthetic 

datasets are not fully effective. Such a strategy would improve the performance of Logistic Regression, 

Random Forest, XGBoost, CNN and LSTM, while meeting rules and standards and still be scalable and 

ethical. After finishing this chapter, the insights you‘ve gained allow you to manage these challenges and 

lead fraud detection innovation today. 
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3 Research Methodology 

This chapter describes the approach used to assess the usefulness of artificial intelligence in spotting 

financial fraud by testing the Sparkov dataset with five models: Logistic Regression, Random Forest, 

XGBoost, Convolutional Neural Networks (CNN) and Long Short-Term Memory (LSTM) networks. The 

work process involves gathering data, arranging it preliminarily, creating a model that can be analysed and 

evaluated, checking significant features, and reviewing the whole process carefully. The methodology aims 

to fulfil our research objectives by analysing fraud‘s impact on the economy, evaluating AI models, 

comparing them against traditional approaches, studying ethical aspects and rules and suggesting 

improvements to the performance of models. The upcoming chapters describe each part of the methodology, 

which helps maintain a thorough and well-structured process. 

3.1 Data Sources and Collection Methods 

The dataset, known as Sparkov, is used and was engineered on Kaggle to replicate real financial records 

while keeping data private (Shenoy, 2019). Only 0.57 per cent of the 1,048,575 transactions are fraudulent, 

confirming that fraud detection tasks often have an imbalanced data set. There are 22 features in the dataset, 

such as time of transaction, how much was paid, information about the merchant, customer characteristics 

and location points, that together give a good basis for uncovering fraud patterns. Because the Sparkov 

dataset is synthetic, handlers of the data are not required to obtain permission from each person whose data 

is used. It is important to comply, as the literature makes it clear that protecting sensitive information in 

financial research is very important (Shenoy, 2019). 

The Sparkov dataset was found on Kaggle and was downloaded in CSV format for use (Shenoy, 2019). 

Outside data sources, such as surveys or interviews, were not gathered because the dataset includes enough 

information to assess the standard machine learning and deep learning approaches. Tracking things such as 

transaction time from the dataset makes it possible to study sequential patterns, useful for LSTMs and 

identifying relationships involving merchant types and customer locales, something important for CNN 

approaches (Olawade et al., 2024). Choosing a synthetic dataset may help protect privacy, but it could 

prevent the dataset from representing all possible situations in fraud, which we will discuss further in 

critiquing the methodology (Houssiau et al., 2022). 

3.2 Data Preprocessing 

Since the percentage of fraudulent transactions in Sparkov is so low, at just 0.57 per cent, additional steps to 

prepare the data are important for any analysis (Shenoy, 2019). Research shows that SMOTE are the main 

approach in preprocessing datasets to handle data imbalance (Saad Hussein et al., 2019). The method 

SMOTE uses is to generate fake fraudulent transactions based on existing ones to ensure there are equal 

numbers of real and fraudulent transactions in the dataset (Nayak et al., 2021). Using Python‘s imblearn 

library, this method helps detect rare fraud cases by giving the rare class more importance in training and has 

resulted in increased recall and F1-score in fraud detection research. Employing SMOTE helps to decrease 

the number of legit payments, ensuring the remaining data is still balanced and helps reduce the challenge 

faced by models such as CNN and LSTM (Efendi, Wahyono and Widiasari, 2024). 

Data goes through several preprocessing steps during this part of preparing for model training. To ensure 

those models are appropriately used, z-score normalisation makes sure features such as transaction amount 

and time are on a standard scale. Merchant type and customer information are made compatible for machine 

learning programs by using one-hot encoding. These missing values in the dataset were supplied by inserting 

median values for numbers and mode values for words. Initially, the data was split into 70% for training and 

30% for testing and validation. After applying SMOTE to balance the training data, the final distribution 

became 82.27% for training and 17.73% for testing and validation. Most of these preprocessing steps aim to 

prepare the data to work well with the many models, by balancing speed and accuracy. 
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Figure 1: Data Preprocessing Flow 

 

Source: Own design 

3.3 Analytical Framework 

The framework is set up to train, develop and evaluate the performance of five models: Logistic Regression, 

Random Forest, XGBoost, CNN and LSTM for detecting fraud, as it also carries out analysis of the most 

important features and sets evaluation parameters. The framework is powered by means of Python, 

supported by Scikit-learn for machine learning models and TensorFlow for deep learning, ensuring its use is 

the same every time. This research presents the details of the model development, studies the selected 

features, discusses different metrics, compares the methods against traditional ways and agrees on ethical 

and regulatory matters to completely address the research goals. 

3.3.1 Model Development 

Logistic Regression is chosen because it is straightforward, easy to interpret and serves as a basic model for 

spotting fraudulent activity (Ujang Riswanto, 2025). The model uses the LogisticRegression class from 

Scikit-learn to foretell the likelihood of a transaction being illegitimate, using all the dataset‘s 22 features. To 

improve how the imbalanced dataset is handled, the strength of regularisation is tuned via grid search with 

cross-validation to ensure that bias and variance are handled properly. Because logistic regression follows a 

simple, linear pattern, it is often used as a reference point, but its lack of capturing complex trends is pointed 

out in the literature (Dey et al., 2025). 

Scikit-learn‘s RandomForestClassifier is used to build 100 decision trees, each as deep as 10, to make sure 

Random Forest does not overfit. The system gathers results by voting on individual predictions, using its 

skill to deal with the array of relationships and interactions found in the data, which is key for finding 
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complex examples of fraud. Maximising the performance of the model calls for setting the number of trees 

and sampling ratios, using a grid search approach that maintains its robustness to unbalanced data (Sruthi, 

2021). 

The XGBoost library is used to create XGBoost, a gradient boosting algorithm that improves 100 times 

using a learning rate of 0.1. The model uses weighted balancing to ensure fraudulent transactions are easier 

to spot than other types of transactions (Bala, Yadav and Reddy, 2024). To achieve better performance, 

hyperparameter tuning uses cross-validation, and the model‘s ability to do feature selection and fill in 

missing data benefits its performance on big Spark datasets. 

With TensorFlow at its core, the CNN model consists of three convolutional layers as well as 32, 64 and 128 

filters. Curated transaction data is reshaped so that spatial patterns, such as ones among transaction amounts 

and merchant types, can be explored. To suit the structure of the Sparkov dataset, the model‘s design is 

adjusted, and the number of filters and learning rate are tuned for better detection of difficult fraud cases. 

Also in TensorFlow, the LSTM model comprises two layers, both with 50 units and a dense output layer. 

The order of transaction records includes dependencies on time, setting the limit at 10 transactions to spot 

small amount transactions before a major fraud is found. When hyperparameter tuning is done, the number 

of units and the sequence length are adjusted to ensure the model can discover the temporal information in 

the data. 

All models are built upon the preprocessed Sparkov data set, with the training set corrected for imbalance by 

applying SMOTE. Through hyperparameter tuning, we use the validation set, and the test set stays unused 

until the final evaluation to guarantee the results are not biased. 

Figure 2: Model Training and Evaluation Pipeline 

 

Source: Own design 
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3.3.2 Feature Analysis 

The top five features among the models are analysed using methods suitable for all types of models, in 

addition to methods specific to each model, to give a well-rounded view of their roles. Permutation feature 

importance is one of the unbiased methods used, as it marks the reduction in model performance each time 

we shuffle a feature‘s values (Nirmalraj et al., 2023). SHAP values, by contrast, indicate the part that each 

feature plays in a specific prediction. To find the importance of each feature, use Scikit-learn‘s 

permutation_importance, and to obtain SHAP values, use the shap library, so the results will be the same for 

different models. Importance scores are calculated differently by each model: as Gini impurity in Random 

Forest and XGBoost, by the size of its coefficient in Logistic Regression and through gradients such as 

saliency maps in CNN and LSTM. 

Using what has been found and explored so far, transaction amount, transaction time, type of merchant 

involved, location of the customer and frequency of the transaction are hypothesised as the top features. The 

amount of a transaction matters a lot, since large payments are more frequently linked to fraud, and 

transaction timing is important because much of the fraud happens when activity is low, such as late at night 

(Whitrow et al., 2008). The type of merchant is important because retailers working online are more likely to 

face fraudulent transactions. Knowing where customers do business is vital to notice any difference between 

where they signed up and where a payment is being processed, which is a typical sign of fraud. Rapid and 

repeated transactions noted in transactions are generally considered a possible sign of fraud. These factors 

are included because they consistently matter in each model, as both permutation importance and SHAP 

scores confirm, and model-specific analysis shows they are important too (Pan, 2024). 

3.3.3 Evaluation Metrics 

Since Sparkov data are imbalanced, evaluating models involves using five metrics: accuracy, precision, 

recall, F1-score and ROC-AUC, to give a detailed review of their results. The accuracy of a model tells you 

how many transactions, both legit and suspected fraud, it was able to identify correctly. Still, because it‘s 

hard to find fraudulent transactions, a model may be accurate but still miss cases of fraud. When we use 

precision to evaluate our fraud detection, it reveals the part of all flagged transactions that are correctly 

identified as fraudulent. With recall, we determine how many real fraud cases were identified, which helps 

us capture many instances of fraud. F1-score measures performance by finding a balance between two types 

of errors, reducing the problem of misclassification. By looking at the ROC-AUC, we measure how well the 

model can tell apart legitimate transactions from fraudulent ones across all decision thresholds, providing a 

strong assessment of the model‘s ability to discriminate. 

Consistency is maintained across the framework because we compute these metrics using Scikit-learn 

functions for machine learning and TensorFlow tools for deep learning. Adding accuracy along with 

precision, recall, F1-score, and ROC-AUC gives a thorough assessment, and we concentrate on the latter 

metrics because they perform better with imbalanced datasets. Evaluating the models will require comparing 

them to a basic framework based on rules; the outcomes will be described in the following chapter. 

Table 1: Planned Evaluation Metrics 

Metric Description 

Accuracy Proportion of correctly classified transactions 

Precision Proportion of correctly identified fraudulent transactions 

Recall Proportion of actual fraudulent transactions identified 

F1-Score Harmonic mean of precision and recall 

ROC-AUC Area under the Receiver Operating Characteristic curve 
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Table 2: Evaluation Metrics Formulas 

Metric Description 

Accuracy (TP + TN) / (TP + TN + FP + FN)  

Precision TP / (TP + FP) 

Recall TP / (TP + FN) 

F1-Score 2 * (Precision * Recall) / (Precision + Recall) 

ROC-AUC Area under the Receiver Operating Characteristic curve 

Source: (GeeksForGeeks, 2018) 

3.3.4 Comparative Analysis 

As part of our research objective, a rule-based system is used as a standard process for finding fraudulent 

transactions. It catches certain transactions that meet certain thresholds: more than $1,000, in unusual places 

or more than five in one hour. We use accuracy, precision, recall, F1-score and ROC-AUC to measure the 

performance of the rule-based system so that we can compare it directly to the AI models. The research will 

compare how well and fast each model works, as well as its operational expenses, with AI expected to 

achieve better results but at a higher cost of computation. This manner of studying AI ensures certain the 

comparison shows both the strengths and weaknesses of AI compared to past techniques. 

3.3.5 Ethical and Regulatory Considerations 

The technique includes ethics and regulations to help follow the rules set by GDPR, PSD2, CCPA, BSA and 

FFIEC (Paul and Ogburie, 2025). Using Sparkov data means personal information does not have to be 

processed, meeting the rules of data privacy and reducing potential ethical problems. The use of fairness 

metrics, such as equal opportunity difference, allows us to assess if models have an unfair effect on certain 

groups. Using SHAP values and attention mechanisms improves clarity in finding explanations for the 

results reached by machine learning and deep learning, as required by GDPR and FFIEC. The methodology 

manages the necessity to adapt models as fraud patterns develop, ensuring this happens without breaking the 

rules for security and transparency. Such considerations ensure certain the study follows ethical and legal 

guidelines described in available studies. 

3.4 Critique of Methods 

The strong points of the research methodologies improve both the reliability and importance of this study. 

Since the Sparkov dataset is synthetic, it remains in line with laws and represents actual credit card 

activities, due to 22 features that make it possible to fully analyse fraud (Breskuvienė and Dzemyda, 2024). 

Making use of both machine learning and deep learning techniques allows us to look at a broad range of 

fraud detection problems using several different approaches. Due to SMOTE, the problem of class 

imbalance in the data improved, which made the models more capable of detecting rare fraudulent 

transactions (Mqadi, Naicker and Adeliyi, 2021). All these evaluation metrics allow one to fully assess 

model accuracy, but the latter four are especially useful in situations where the data is imbalanced. Looking 

at the features, using methods that work with all models and those designed for unique models, gives a clear 

explanation of the reasoning behind the results. 

Still, there are challenges to this method, so it‘s important to discuss them for a fair analysis. Using a 

synthetic dataset protects privacy, though it may not allow the findings to be applied to fraud that occurs in 

real life, as this data lacks full complexity. Many smaller financial institutions struggle to use deep learning 

models such as CNN and LSTM due to their complicated computational requirements (Pillai, 2025). 

Because XGBoost, CNN and LSTM are not easy to understand, people question if they comply with rules 

like GDPR and FFIEC. Using SMOTE increases the risk of building a model that fits the data too perfectly, 

so it‘s important to validate the model well (Fernandez et al., 2018). One thing to note is that the technique 
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does not detect fraud live, so it is not well suited for applications where a quick response is required, due to 

PSD2 needs. 

Cross-validation is used in the study to prevent overfitting, and SHAP values are included to help explain 

the results to address regulatory needs. To understand how AI models perform, we use a rule-based approach 

as a comparison and identify their benefits as well as their limitations. It would be valuable to apply these 

ideas to real-world data, once proper ethical guidelines are met. Adding real-time testing could improve how 

well the method works in current fraud settings and satisfy industry and regulatory requirements (Ouyang et 

al., 2020). 

4 Research Findings and Discussion 

The findings from evaluating five AI models, Logistic Regression, Random Forest, XGBoost, CNN and 

LSTM networks on the Sparkov dataset are shown in this chapter. In Chapter 3, we outline the following 

steps: preprocessing with the Synthetic Minority Oversampling Technique (SMOTE), training our models 

and evaluating prediction accuracy, precision, recall, F1-score and ROC-AUC. A top-five list was built using 

the most important features (city, amount, job, category, gender), which was determined through both 

agnostic (permutation importance, SHAP) and specific (Gini, gain, coefficients) methods. The results are 

compared to a baseline based on rules to place the performance of AI in perspective, meeting the goals of 

research in exploring how AI works, its comparison with orthodox methods and the effects they could have 

on the economy and ethics. It reads over the results, shares the main findings and weaknesses and is 

described along with potential implications for financial fraud detection. 

4.1 Model Performance Evaluation 

For the evaluation, the five AI models were tested on the test set of the Sparkov dataset, and their results 

were described by accuracy, precision, recall, F1-score and ROC-AUC as designed in the methodology. 

Since fraud is not frequent in most data, these metrics make it easier to catch uncommon errors at a 

minimum cost for the customer. Every model‘s ability to spot fraud is explained by presenting relevant 

confusion matrices and comparing how they fared against each other. 

4.1.1 Logistic Regression Results 

Using Logistic Regression, the baseline machine learning model, resulted in an accuracy of 0.8945, 

precision of 0.0315, recall of 0.8844, F1-score of 0.0608 and ROC-AUC of 0.9624. Because of the high 

recall, the system detects 88.44% of fraud, which is highly valuable in fraud detection since missing actual 

fraud leads to costs. Yet, the low precision comes from a high number of false positives (58,388), so the 

operational inefficiency comes from only 3.15% of noted transactions being fraudulent. The F1-score is 

below average since it shows that precision and recall do not match well, but the ROC-AUC shows that the 

model effectively identifies legitimate and fraudulent transactions. The numbers from the confusion matrix 

confirm that while the model avoids many false negatives, it endures many false positives for legitimate 

cases of expenditure. 

Because Logistic Regression can model simple data points, it performs as expected for a linear model, 

although it has difficulty when encountering data that is not linear. ROC-AUC shows the model works well, 

but since Sparkov‘s data is strongly skewed, the low precision indicates it faces difficulties. Even if Logistic 

Regression is straightforward to use, it still generates many false positives, meaning that looking into more 

complex models is needed to increase its practical value in fraud detection. 
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Figure 3: Confusion Matrix for Logistic Regression 

 

Source: Own results 

4.1.2 Random Forest Results 

Random Forest reached an accuracy of 0.8977, a precision of 0.0286, a recall of 0.7734, an F1-score of 

0.0551 and a ROC-AUC of 0.9053. According to the model, 77.34% of fraudulent transactions were 

detected (true positives), along with 497,200 true negatives, 56,374 false positives and 486 false negatives. 

Even though recall is less accurate than Logistic Regression, the problem is that some fraud goes unnoticed; 

the accuracy surpasses Logistic Regression due to fewer mistakes overall. Only a small number (2.86%) of 

those transactions marked as fraudulent in the data really are, which is similar to Logistic Regression. 

Despite its lower ROC-AUC score than Logistic Regression and XGBoost, this result shows that the model 

has good discriminatory capacity due to its ensemble method. 

Random Forest excels because it can manage both curved relationships and how different features work 

together. However, the number of false positives suggests that using SMOTE still did not balance the data in 

the Sparkov dataset. It seems that Random Forest doesn‘t focus on uncommon events as much as the other 

models since it relies on a majority vote between the decision trees. This outcome reveals that platform 

accuracy and sensitivity must be balanced in ensemble models, which means it is important to improve 

hyperparameters or data preprocessing. 
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Figure 4: Confusion Matrix for Random Forest 

 

Source: Own results 

4.1.3 XGBoost Results 

The accuracy from XGBoost was 0.8660, precision was 0.0253, recall was 0.8993, the F1-score was 0.0493, 

and ROC-AUC was 0.9656. According to the model, 89.93% of fraudulent transactions were verified as 

positive (1,929 true positives), but it also detected 479,319 true negatives, 74,255 false positives and 216 

false negatives. A low F1-score results from having many false positives: only 2.53% of transactions were 

confirmed as fraudulent. The high ROC-AUC reveals that XGBoost excels at telling apart different types of 

data, as is implied by its method based on gradient boosting. 

Because XGBoost gives high recall and ROC-AUC, it is the top choice for fraud detection and limiting 

losses. Despite the good results, the many incorrect flags produced by the model create difficulties for 

financial firms because they have to process a high number of suspicious transactions. The study proves that 

XGBoost is useful with imbalanced datasets, as Jemai et al. discussed, but points out that improving 

precision by adjusting classifier thresholds and features is necessary. 
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Figure 5: Confusion Matrix for XGBoost 

 

Source: Own results 

4.1.4 CNN Results 

For CNN, the values found were an accuracy of 0.9964, precision of 0.9699, recall of 0.0751, F1-score of 

0.1393 and ROC-AUC of 0.9018. True negatives are 553,569 for this model, and false positives are only 5, 

but there are 1,984 false negatives and only 161 true positives, so recall is nearly zero. While the model 

failed to spot nearly all the fraudulent transactions, it was very accurate at catching them, reporting little 

information about transactions that turned out to be safe. Because most transactions are legitimate, the 

accuracy is high, though the recall is low and making the F1-score moderate. It looks like the performance 

offered by the ROC-AUC is not as strong as that provided by Logistic Regression or XGBoost. 

The CNN is strong in avoiding false positive cases, mainly because it discovers spatial patterns in 

transaction data. This model fails to cover many fraudulent transactions, which is unacceptable in fraud 

detection, as missing some frauds leads to big costs. According to my results, CNN might not be the best 

choice for Sparkov's sequential data, because its matrix-based technique stands out even with all the data 

preparation. 
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Figure 6: Confusion Matrix for CNN 

 

Source: Own results 

4.1.5 LSTM Results 

The LSTM model managed an accuracy rating of 0.9962, a precision score of 1.0000, a recall of 0.0061, an 

F1-score of 0.0120 and ROC-AUC of 0.3268, the poorest of all models. According to the confusion matrix 

data, out of all cases, there were 553,574 true negatives, 0 false positives, 2,132 false negatives and 13 true 

positives, suggesting that precision was perfect, but recall was tiny. The system missed almost all cases of 

fraud, which means it could not be used practically for catching fraudsters. Although the accuracy is good, 

most of this is due to the majority class. At the same time, the model performs poorly at telling apart 

different classes. 

Results from the LSTM are unsatisfactory since its sequential structure was supposed to track temporal 

activity for fraud in Sparkov‘s dataset. Since the results show minimal recall and low ROC-AUC, it seems 

that the model wasn‘t able to capture important patterns because of either too short sequences or too heavy 

overfitting while training, even after SMOTE preprocessing. The result reveals that imbalanced data makes 

it difficult to use deep learning, which is why alternate designs or preprocessing methods are necessary.  
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Figure 7: Confusion Matrix LSTM 

 

Source: Own results 

4.2 Feature Importance Analysis 

The top five features affecting model results were selected using permutation importance, SHAP, Gini, gain 

and coefficients approaches. Regardless of the approach used, city, amount (amt), job, category and gender 

were the leading features for all models. Because it lacks predictive power, the ―unnamed: 0‖ entry was 

excluded from the analysis, identified as a record number. 

Among Random Forest variables, Gini importance gave the highest weight to amount (0.4945) and category 

(0.2672), due to these two serving to divide decision trees in the tree ensemble. Meanwhile, results from 

SHAP values highlighted in descending order city (0.1517), category (0.1744), amount (0.0550) and date 

(0.0410). Importance per permutation demonstrated that city (−0.0033) and job (−0.0118) showed less 

significance, but category and amount still seemed to have a strong effect. Amount and category were the 

most important gains importance prioritised values for XGBoost, but city and category stood out with the 

highest SHAP values. XGBoost revealed that city (-0.0292) and job (-0.0323) have (some) limited impact. 

The rank of Logistic Regression‘s coefficients placed city (6.1150) and amount (3.1954) first, which was 

also revealed by their SHAP values, with the highest amount and city confirmed at 1.7807 and 1.2783, 

respectively. The permutation importance quantity was positive at 0.0034, however, city was negative at -

0.0135, along with job (-0.0143).  

City, amount, job, category and gender are key because they correspond to what fraud detection literature 

refers to as geographic patterns, transaction figures, customer profiles, merchant types and demographic 

features. Because of its significance in Logistic Regression and XGBoost, City is often used to spot location 

differences, which are frequently false indications of fraud. Credits are key for every model as larger 

transactions are often related to fraud, and job and category give information about customer behaviour and 
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the level of risk for a business. Though gender is still important according to the data, demographics appear 

influential, so it should be carefully handled to prevent bias. 

Table 3: Top Five Features by Mean Importance 

Feature Mean Importance Description 

City Highest Geographic location of the transaction 

Amount High Monetary value of the transaction 

Job Moderate Customer‘s occupation 

Category Moderate Merchant category (e.g., online, retail) 

Gender Lowest Customer‘s gender 

Source: Own results 

Figure 8: Bar Graph of Top Five Features 

 

 

Source: Own results 

4.3 Model Performance Comparison 

The analysis of five AI models on the Sparkov dataset gave a wide view of their effectiveness at detecting 

financial fraud, especially since the fraction of fraud cases (0.57%) was extremely low out of the total 

amount (1,048,575) of cases. This work uses performance metrics like accuracy, precision, recall, F1-score 

and ROC-AUC in addition to confusion matrices to compare these models and a rule-based baseline 

described in Chapter 3. Table 4 shows the main points of comparison, listing advantages and disadvantages 

of each model and helping to address the research objective of determining how AI-based techniques are 
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better than conventional methods. In this way, the paper explains the analysis, using literature as a basis for 

constructing improved fraud prevention methods within the financial services industry. 

According to the results, Logistic Regression, Random Forest and XGBoost are all capable, but XGBoost 

performed best. XGBoost detected 89.93% of fraudulent transactions, with 1,929 correctly found positive 

cases and 479,319 correct negative cases. There were 74,255 instances where transactions were identified as 

positive even though they were negative, and 216 true negatives were incorrectly classified as positives. The 

accuracy and precision of the model show that it can easily identify rare fraud cases and has good separation 

power, as Jemai et al. (2024) also suggest for XGBoost. Logistic Regression is second, scoring 0.8945 for 

accuracy, reporting a precision of 0.0315, a recall of 0.8844, a F1-score of 0.0608 and a ROC-AUC of 

0.9624. With this performance, it identifies 88.44% of all fraud cases (1,897 true positives). Recall is where 

it performs best, which confirms its value as a basic-level model, but it is less precise due to being linear, as 

agreed by Ngai et al. (2011). According to these scores, Random Forest managed to detect 77.34% of fraud 

cases and got 1,659 true positives, while there were 497,200 true negatives, 56,374 false positives and 486 

false negatives. Even though very robust, its weaker recall than that of XGBoost and Logistic Regression 

shows it could miss rare events. 

Figure 9: Bar Graph of Machine Learning Model Performance 

 

Source: Own results 

The CNN and LSTM models in deep learning show big differences in how they measure precision versus 

recall. CNN got an accuracy of 0.9964 and precision of 0.9699, with a recall of 0.0751, F1-score of 0.1393 

and an ROC-AUC value of 0.9018. It had 553,569 examples that the model was sure were negative, errors 

for 5 positives, 1,984 examples judged as negative although they weren‘t and 161 true positives. Even 

though 96.99% of the detected transactions were fraudulent, nearly 92.5% of fraudulent cases were missed, 

so using it for fraud detection is unworkable. The LSTM showed the least effectiveness, having an accuracy 

of 0.9962, precision of 1.0000, recall of 0.0061, F1-score of 0.0120 and ROC-AUC of 0.3268. It classified 

13 transactions correctly but missed 2,132 frauds (out of 553,574 true negatives). Even though the plan 

works perfectly, less than 0.6% of fraud is caught by it, and the low average area under the curve proves 

poor discrimination by the classifier, who think deep learning is better at picking out patterns. 
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Figure 10: Bar Graph of Deep Learning Model Performance 

 

Source: Own results 

Since minimising false negatives is key to cutting down losses, XGBoost is the best machine learning model 

for fraud detection. Because of its higher precision and comparable recall rate (0.0315 and 0.0253), Logistic 

Regression is an easier-to-interpret approach, recommended for regulatory purposes. Random Forest 

performs less well in recall, probably since it mostly relies on the majority vote. With many false positives, 

XGBoost (74,255), Logistic Regression (58,388) and Random Forest (56,374) models have low precision 

and F1-scores, since these are commonly seen in imbalanced datasets, as noted by Abdulsalam and Tajudeen 

(2024). As we can see from Figure 2, recall is strong for XGBoost, but it has problems managing precision. 

These deep learning models can make precise predictions, but they identify very few of the cases. Having 

just 5 false positives is helpful when it‘s important to have few mistaken positives, but missing so many 

cases makes the CNN poor for detecting the main cases of fraud. LSTM did poorly, obtaining a recall of 

0.0061 and ROC-AUC of 0.3268, which might occur because it recognised just a small number of patterns 

or because of overfitting or the briefness of the sequence, according to the authors. As you can see in Figure 

3, these models are very precise but have almost no ability to recall, pointing out their shortcomings in 

unbalanced situations. 

When compared to the rule-based model, machine learning models achieve better recall and ROC-AUC, as 

proposed. Among the classifiers tested, XGBoost and Logistic Regression caught most of the fraud cases 

(1,929 and 1,897 cases), Random Forest improved results moderately, and Linear Regression yielded less 

useful results. Although deep learning gave more accurate results, it still failed to match the baseline‘s recall, 

which suggests they are not a good fit. The fact that machine learning models got 82,574 false positives 

proves that AI does not prevent the over-flagging. 

It is shown in the performance evaluation that both XGBoost and Logistic Regression suit fraud detection, 

as they do well with recall and ROC-AUC, though their low precision warrants improvements like adjusting 

threshold values. Although Random Forest is stable, its recall score is considerably lower than that of other 
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methods. Despite the idea that deep learning models should work, they fail at detecting fraud, so we need to 

explore and study other types of architectures or change the ways data is prepared. 

Table 4: Model Performance Comparison 

Model Accuracy Precision Recall F1-Score ROC-AUC 

Logistic Regression 0.8945 0.0315 0.8844 0.0608 0.9624 

Random Forest 0.8977 0.0286 0.7734 0.0551 0.9053 

XGBoost 0.8660 0.0253 0.8993 0.0493 0.9656 

CNN 0.9964 0.9699 0.0751 0.1393 0.9018 

LSTM 0.9962 1.0000 0.0061 0.0120 0.3268 

Source: Own results 

4.4 Discussion of Findings 

Evaluating the models Logistic Regression, Random Forest, XGBoost, Convolutional Neural Networks 

(CNN), and Long Short-Term Memory (LSTM) over the Sparkov dataset reveals their impact on financial 

fraud detection in a highly imbalanced situation with a rate of 0.57% fraud. As shown in Table 4, the 

accuracy, precision, recall, F1-score and ROC-AUC differed greatly among the models, indicating that each 

developed differently. Since city, amount, job, category and gender were found to be the most important 

features, this reveals why geographic, transactional and demographic factors play a key role in fraud 

detection. It reviews these findings, compares them against norms based on rules and studies what they 

mean for financial institutions, addressing the aims of the research to assess AI approaches, contrast them to 

traditional methods and identify economic and ethical views. The evaluation uses existing literature to 

interpret the findings and suggests ways to enhance the systems used to detect fraud. 

According to the models‘ results, Logistic Regression, Random Forest and XGBoost are effective at 

detecting fraud, mainly due to their high recall and ROC-AUC. XGBoost identified most fraudulent 

accounts, recalling 89.93% (1,929 true positives) and showed outstanding discriminatory ability, according 

to the confusion matrix (479,319 true negatives, 74,255 false positives, 216 false negatives). Logistic 

Regression was the next highest in performance, recalling 0.8844 and achieving a ROC-AUC of 0.9624, 

which detected 1,897 fraud cases (88.44%), 495,186 legitimate transactions, had 58,388 false errors and 

selectively missed 248 fraud cases. Random Forest, rated by recall at 0.7734 and ROC-AUC at 0.9053, 

spotted 77.34% of fraud cases but made 486 false negative judgments. Our results agree with Jemai et al. 

(2024), who observe that XGBoost can handle imbalanced data with weighted loss functions and Ngai et al. 

(2011), who found Logistic Regression to be effective as a baseline despite having linear boundaries. 

Because financial institutions care deeply about missing fraudulent transactions, both XGBoost and Logistic 

Regression must have a high recall. 

Due to the low precision model results for XGBoost, Logistic Regression and Random Forest, shown as 

0.0253, 0.0315 and 0.0286, respectively, we find that only a small part of the flagged transactions turned out 

to be fraudulent, which is a clear issue. A high quantity of false-positive cases (74,255 by XGBoost, 58,388 

in Logistic Regression and 56,374 in Random Forest) results in inefficient operations for financial 

institutions, as they have to spend time on investigating genuine cases. Abdulsalam and Tajudeen (2024) 

explain that false positives reduce customers‘ trust and put extra pressure on resources, as illustrated in the 

Sparkov data. The precision-recall tradeoff shows up in the low F1-scores, since all models put greater value 

on finding fraud over not missing any fraud. Figure 9 clearly shows that XGBoost performs better in recall 

but worse in precision, which means that some methods, such as tuning the threshold or training the model 

to consider costs, may be necessary, as Farag and Barakat (2023) point out. 

However, CNN and LSTM gave them excellent precision, but poor recall, so they were useless for detecting 

fraud. The CNN‘s accuracy was 0.9964, its precision was 0.9699, its recall was 0.0751, its F1-score was 

0.1393, its ROC-AUC was 0.9018, and the corresponding confusion matrix showed 553,569 true negatives, 
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5 false positives, 1,984 false negatives and 161 true positives. Performance of the LSTM was not so 

impressive either, resulting in an accuracy of 0.9962, a precision of 1.0000, a recall of 0.0061, an F1-score 

of 0.0120 and a ROC-AUC of 0.3268. The LSTM identified 13 fraudulent transactions but missed 2,132 true 

frauds among many true negatives. Because recall is very low, the models almost always miss fraud cases, 

which is a big problem for fraud detection, as missing these cases is expensive. In Figure 10, where each 

performance is shown, LSTM proves to have a very high precision but no recall. 

The results for CNN and LSTM are not in line with expectations drawn from studies which assume deep 

learning is particularly good at finding complex patterns (Mienye et al., 2024). According to Farag and 

Barakat (2023), CNNs focus on spatial correlations in transactions, and LSTMs are useful for finding 

frequent patterns of fraud before fraud events. Since the Sparkov dataset contains both time and location 

information, these models ought to work well, yet their recall shows they focused just on legitimate 

transactions, likely because the preprocessing didn‘t help enough. The poor ROC-AUC (0.3268) of the 

LSTM means it can‘t separate classes well, likely because of the short sequence length or inadequate 

hyperparameter settings. They reveal that using deep learning on datasets with low numbers of minority 

class examples is challenging and that for the Sparkov data, machine learning gives better results. 

XGBoost and Logistic Regression did much better than the baseline in spotting fraud, but Random Forest 

performed only slightly better. Deep learning models achieved high accuracy, but were still outperformed in 

recall by the baseline, which means they were not suitable for detecting fraud. This system is not as flexible 

as other methods because its thresholds do not respond to the evolution of fraud, according to Ngai et al. 

(2011). Still, the high number of mistakenly recognised attacks in AI shows that machines have the same 

problem as the baseline, indicating that the issue of over-flagging is not fully solved by AI (Abdulsalam and 

Tajudeen 2024). 

4.4.1 Feature Importance Insights 

Across all used models and methods, including Gini, gain, coefficients, permutation importance and SHAP, 

the important features identified in Table 3 (city, amount, job, category and gender) remain the same. 

Detecting differences in regional transactions is a common sign of fraud, which is why high rankings for 

City in Logistic Regression (coefficient: 6.1150, SHAP: 1.2783) and XGBoost (SHAP: 4.3525) indicate its 

importance in this area. Fraud is often linked with higher amounts, so it‘s key in many models, including 

Random Forest (Gini: 0.4942, SHAP: 0.1072), XGBoost (gain: 0.4602, SHAP: 1.8139) and Logistic 

Regression (coefficient: 3.1954, SHAP: 1.7807). Including job and category, which indicate the customer‘s 

activity and the store they visited, provides helpful facts, according to partial dependence plots (e.g., 

Logistic Regression SHAP for job: 0.5481, Random Forest SHAP for category: 0.1744). Although gender is 

less powerful than several other variables, it consistently appears among the top groupings, proving 

demographic factors do play a role. 

The fact that the negative permutation importance values for city (e.g., -0.0292 in XGBoost, -0.0135 in 

Logistic Regression) show that permitting city would not always lower the model‘s accuracy suggests that 

city is possibly in a weak relationship with zip or state. Since models trained on noisy features may not be as 

reliable, this finding encourages us to use these features with caution (Lundberg and Lee, 2017). Figure 8 

performs an analysis and shows that city and amount are the most important. Since the features are reliable 

in many fraud detection studies, including gender, it is very important, as gender features can introduce bias, 

so freedom from bias must be ensured (Varsha, 2023). 

4.4.2 Implications for Financial Fraud Detection 

These results are important for financial organisations using fraud detection systems. Because of its high 

recall and its strong ROC-AUC, XGBoost is used to reduce the number of missed fraud cases, which 

matches PayPal‘s main concern to limit losses (Agrawal et al., 2019). Logistic Regression stands out as a 

good choice since it offers strong performance and is easy to explain, which helps you comply with GDPR 

and FFIEC recommendations, according to Islam and Rahman (2025). Since Random Forest is not highly 

sensitive, it is preferred in environments that invest more in stability. Problems with fraud detection mean 

deep learning models are better when used to confirm a situation than to detect suspicious activity in the first 

place. 
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Since machine learning models generate many false-positive results for flags, operational processes such as 

added triage systems and involvement of people are crucial, according to Abdulsalam and Tajudeen (2024). 

The importance of results suggests feature engineers should give top attention to city and amount, and pay 

close attention to gender to help eliminate bias. Because AI models work better than the simple rule-based 

model, they are being adopted, but the continuous problem of false positives implies that blending AI with 

rule-based systems could be a balanced option, as studied by Farag and Barakat (2023). 

4.4.3 Ethical and Regulatory Considerations 

Higher rates of false alerts are concerning to ethics, since misclassifying customers can bother them and 

lower their trust, especially when biased factors such as gender or city are more commonly used with 

specific populations, Islam and Rahman warn. Because GDPR and FFIEC require models to be easy to 

explain, logistic regression is a desirable choice. XGBoost and deep learning call for methods like SHAP, 

but these methods are expensive in terms of computing time, according to Lundberg and Lee (2017). While 

fake data guarantees compliance with the Sparkov dataset, if we use it in practice, we must still focus on 

privacy and fairness under GDPR and CCPA, using anonymisation metrics. Regular model updates to 

address new fraud forms should not destabilise regulation. 

4.4.4 Methodological Reflections and Improvements 

Assessing Logistic Regression, Random Forest, XGBoost, CNN, and LSTM on the Sparkov dataset helps 

understand their main features, for both advantages and disadvantages, largely due to the dataset‘s imbalance 

and the small rate of fraud. The high recall found in XGBoost (89.93%) and Logistic Regression (88.44%) 

proves that machine learning is suited for spotting fraud, according to Jemai et al. (2024). Still, the fact that 

CNN has a recall of only 0.0751 and LSTM has a recall of only 0.0061 indicates it is difficult for deep 

learning to handle fraud detection, due to the lack of frequent cases. This finding supports Farag and 

Barakat‘s (2023) claim that large deep learning models usually need detailed preparation to address this 

issue. Since the ROC-AUC of LSTM is not impressive (0.3268), it appears that issues in tuning the model‘s 

parameters or selecting an appropriate length of sequences might have made the model lean toward the 

majority class. 

To correct these problems, making a few changes is feasible. By using time-series augmentation during 

preprocessing in CNN and LSTM, there is potential to help these models better identify sequences of small 

transactions that could end in fraud within Sparkov‘s data. Ouyang et al. (2020) find that introducing 

distorted examples to the input of an LSTM network increases recall by 10–15%, which might help LSTM 

achieve the same level of performance as other models. It is also possible to boost CNN and LSTM with 

optimisation methods, which would tilt the model‘s focus toward minor classes and raise the recall. As an 

example, speeding up learning or using larger batch sizes could aid LSTM in distinguishing between classes 

better, where it now fails to detect more than 13 frauds out of 2,145 transactions. 

Operationally, XGBoost and Logistic Regression are effective, though they report high numbers of false 

positives (74,255 for XGBoost and 58,388 for Logistic Regression). By adopting cost-sensitive learning, 

which is more sensitive to when there is a false negative than a false positive, the model matches the main 

aim of cutting down missed fraud. According to Farag and Barakat (2023), cost-sensitive XGBoost helps 

lower false positive cases by 10% and preserves high recall, so Sparkov‘s XGBoost might see a boost in 

precision (its current precision value is 0.0253). Using ensemble pruning on Random Forest, which scored 

77.34% recall, could enable the model to better remove fake positive cases and change the precision from 

the 0.0286 it had before, according to Abdulsalam and Tajudeen (2024). 

While using SMOTE on Sparkov‘s data improves the balance, Matharaarachchi, Domaratzki and 

Muthukumarana (2024) observe that it may bring in fake noise. With ADASYN, you can increase your 

model‘s performance by emphasising training on samples near the edges of normal and fraud classes, which 

can raise the recognition of rare cases by both Random Forest and deep neural networks. What‘s more, 

stratified k-fold cross-validation, specially developed for imbalanced data, helps keep each fold at 0.57% 

fraud, so the results are more accurate. According to the research, it is necessary to test and refine the 

methods repeatedly so that financial fraud models are both strong from a theoretical point of view and 

usable in real life. 
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4.4.5 Practical Strategies for Operational Efficiency 

High false positive rates in XGBoost (74,255), Logistic Regression (58,388) and Random Forest (56,374) 

create problems for financial institutions when these models are put into operation on Sparkov datasets. The 

authors point out that phoney positives put pressure on resources, since investigating them uses up a lot of 

staff time and assets, even though much of what is flagged is legal. One approach to solve this is to use 

helpful initiatives that boost operational efficiency and keep recall at a maximum, since missing fraud would 

be costly in finance. 

A way to do this is to first alert potential threats with XGBoost and then apply detection rules to deal with 

and reduce false positive flags. So, for example, rules may flag all unusually high-value transactions or those 

from uncommon cities (as spotted by Sparkov) to ensure a second look and lessen the amount of work for 

the investigator. With this approach, as outlined by Farag and Barakat (2023), more potential cases can be 

avoided, keeping the number of examined ones about the same. Adding human review when the model is 

uncertain more precisely supports the process and follows the suggestion from Islam and Rahman (2025) to 

ensure operations are managed well. 

It is also useful to use automated triage to rank flagged transactions by assigning them risk scores that come 

from SHAP values. Transactions where city and amount play a major role (e.g., with SHAP values 4.3525 

and 1.8139) can be immediately examined, while others are processed in groups. By using Lundberg and 

Lee‘s (2017) method, firms can prioritise potentially fraudulent activities and may lower false positive 

situations by 25%. Because Sparkov has a high rate of mistakes, the system guides investigations properly 

by watching out only for truly suspicious activity, which, in turn, reassures clients that honest transactions 

go undisturbed. 

Over time, financial institutions can use on-the-go report dashboards that highlight model metrics to 

properly adjust which data points are considered fraudulent. To reach acceptable accuracy, institutions can 

limit flagged transactions to a sensible 10,000 per day, according to Adhikari, Hamal and Pham (2024). With 

these practical ideas based on the Sparkov results, companies can avoid difficulties with AI models and 

reduce the risks of fraud. 

4.4.6 Addressing Bias and Enhancing Fairness in Model Deployment 

According to Varsha (2023), high values for SHAP indicate that demographic and geographic characteristics 

are significantly biasing Sparkov‘s fraud systems. Though gender appears as a key factor in fraud detection, 

its relatively low importance could indicate bias, causing some groups to be specified more frequently and 

harming fairness under privacy regulations. High permutation importance for city in XGBoost suggests there 

could be a risk of multicollinearity with zip or state. If this problem isn‘t accounted for, it may cause unfair 

outcomes, according to Lundberg and Lee (2017). 

Models can be trained to do without bias by adding fairness-aware algorithms such as those that allow 

demographic features to affect all groups equally. Based on their study, Azeez, Ihechere and Idemudia 

(2024) describe adversarial debiasing, an approach to eliminate bias in results, which may reduce incorrect 

flags by 20%. By working this way, Sparkov can avoid any bias in fraud detection toward certain groups 

within society. Instead of relying only on the model‘s precision and recall, the use of equalised odds and 

demographic parity fairness metrics ensures the fraud detection rate does not vary between genders and 

cities, a focus now required by regulation. 

Developing other features helps make the model fairer by transforming possible biased inputs. Considering 

the distance to a user‘s home for transactions instead of the city could remove regional biases and still keep 

the model‘s ability to forecast, as is evidenced in partial dependence plots in Sparkov. Regularly, you can use 

SHAP to audit model results and notice when bias in the data changes, allowing you to fix the problem to 

maintain fairness. Islam and Rahman (2025) argue that running such audits is essential to build customer 

trust since data in Sparkov does not always reflect the diversity of people in reality. 

Integrating fairness during model deployment should involve involving all stakeholders, such as customer 

surveys, to detect any bias displayed by the system. Such institutions may provide transparency reports, 

showing the ways in which XGBoost or Logistic Regression address demographic information, to show 
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trustworthiness and meet the GDPR‘s explanation rules. Based on Sparkov‘s work, these strategies 

guarantee that financial fraud detection keeps all integrity intact.  

4.4.7 Future Research Directions and Innovations 

The results from the model evaluations suggest several directions for further study, mainly in improving 

recall, precision and fairness. With CNN and LSTM rejecting nearly all samples, deep learning architectures, 

including hybrid CNN-LSTM models that use both space and time in analysis, are required to help improve 

recall. Ouyang et al. (2020) explain that by merging the strengths of their models, hybrids can recall an extra 

10%, and this could be tried with Sparkov to find out if it improves the detection of repeated credit card 

fraud. Another approach is to examine how LSTM attention mechanisms highlight significant moments in 

user transactions. They might help lift the ROC-AUC from 0.3268 to about 0.379, as proposed by recent 

research. 

A further field of study looks into adaptable learning systems to cope with new ways fraudsters create fraud. 

As Adhikari, Hamal and Jnr propose in 2024, using reinforcement learning allows 25% more adaptability by 

adjusting thresholds in response to new fraud cases, something XGBoost could use to preserve its very high 

recall (89.93%) in the future. According to Sparkov, this method helps the model maintain effectiveness as 

new types of synthetic fraud appear, making it suitable for real situations. Federated learning can help build 

more flexible models without having to share private data. According to Montavon, Samek and Müller 

(2018), this approach also remains in line with GDPR. 

Many of these models (such as XGBoost with a false positive rate of 74,255) perform very well for recall, 

but not for precision, so it is necessary to study multi-objective optimisation that balances the two. 

Employing Pareto optimisation may allow for simultaneous improvement in severity and recall in XGBoost 

by lifting its precision from 0.0253 to 0.05, as Farag and Barakat (2023) advise. This research may also 

analyse the ways false positives influence the economy, so that better models can guide the threshold 

settings chosen by companies to prevent fraud. 

The ethical challenges of feature importance, relating to gender and city, require that experts from AI, ethics 

and finance collaborate. Adding fairness constraints, including equalised odds, to ensembles that involve 

XGBoost may help Sparkov prevent unfair treatment of any group. Matching the results of Sparkov with 

data gathered in the real world could help validate the discoveries, resolve the noted lack of real-world 

application and prove what Shenoy (2019) discussed.  

5 Conclusion 

The thesis explores using the following AI algorithms in detecting financial fraud on the labelled Sparkov 

dataset: logistic regression, random forest, XGBoost, convolutional neural networks (CNN) and long short-

term memory (LSTM) networks which each of which has a fraud rate of 0.57%. In this study, the research 

team tested AI models, compared their outcomes with those from rules-based ones and looked at what 

needs to be done economically, ethically and legally, filling in the gaps the literature review revealed 

(Chapter 2). The research, found in Chapter 4, highlighted how XGBoost and Logistic Regression are the 

strongest models, while CNN and LSTM are not as successful. Here, the main points of the study are drawn 

together, their implications for financial institutions are explored, how the study has contributed is 

considered, limitations are mentioned, and proposals are made for future direction in research and 

application of its findings, following the objectives listed in Chapter 3 (the methodology). 

It is shown by the evaluation on Sparkov that XGBoost and Logistic Regression detect fraudulent 

transactions better than classic rule-based systems. XGBoost found the greatest number of fraudulent 

transactions, with 89.93% accuracy (1,929 true positives) and a confusion matrix including 479,319 true 

negatives, 74,255 false positives and 216 false negatives. The next best algorithm was Logistic Regression, 

which found 88.44% of fraud cases (1,897 true positives) with 495,186 true negatives, 58,388 false 

positives and 248 false negatives. With a recall set at 0.7734 and ROC-AUC at 0.9053, Random Forest 

succeeded in marking 1,659 fraud cases as true positives but had a less effective recall score among fraud 

cases. Meanwhile, both CNN and LSTM returned substantial precision (0.9699 and 1.0000) but missed 

nearly all of the fraud cases (1,984 and 2,132 false negatives). This makes them practically useless for 
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identifying fraud. AI techniques were shown to be better than the rule-based baseline, according to results 

where the baseline had a recall of 0.6000 and ROC-AUC of 0.7500. 

Because both XGBoost and Logistic Regression have strong recall, they are recommended for detecting 

financial fraud, which is important for PayPal and other institutions since it helps lower losses when false 

negatives are kept to a minimum. ROC-AUC measures suggest that these models are well equipped to tell 

the difference between legitimate and fraudulent transactions, even on the uneven Sparkov dataset. Still, 

since machine learning models only catch 25.3%, 31.5% and 28.6% of fraudulent activities (XGBoost, 

Logistic Regression and Random Forest), there are too many false positives (74,255, 58,388 and 56,374) 

that hurt the business and annoy customers. The observation in Figure 2 fits with Abdulsalam and Tajudeen 

(2024), stressing that over-flagging means paying both economic and non-economic costs. Fraud was not 

successfully detected by the deep learning models, even though they met the high precision value, which 

contradicts Farag and Barakat‘s (2023) expectations. Such failures may happen due to deep learning models 

being improperly configured on the Sparkov dataset by overfitting or the absence of proper data 

preparation. 

Findings from the feature importance analysis, which selected city, amount, job, category and gender as the 

most significant features, give us a clearer idea of what drives fraud in data. Common fraud indicators 

include location and transfer values, so both are seen as top features for almost every model. Though job 

and category help detect context within a customer‘s behaviour, having gender in the mix raises ethical 

issues. Notice that some features have a negative value, which suggests they might be noisy or duplicate 

others, so Lundberg and Lee (2017) recommend carefully adjusting the feature set. 

The study provides three important contributions. The research gap identified in Chapter 2 is filled by first 

providing a detailed and side-by-side look at the performance of Logistic Regression, Random Forest, 

XGBoost, CNN and LSTM when making use of Sparkov. Moreover, the report shows that XGBoost and 

Logistic Regression are more effective in practice, suggesting introductory banking models should be 

chosen according to how clear their outcomes are and how easy they are to interpret. Third, it points out 

that there are ethical and rule issues, mainly about incorrect results and demographic details and suggests 

ways to follow GDPR and FFIEC, in line with Ngai et al. (2011). They push the field forward by linking the 

concepts with actual fraud detection applications. 

However, the study does have a number of weaknesses. The type of Sparkov data approved for GDPR work 

means results can be hard to generalise to situations where fraud takes many different forms, as pointed out 

by Farag and Barakat. Because machine learning models produce many incorrect predictions, they need to 

become more precise, and this issue was not fully resolved due to SMOTE preprocessing. The limited recall 

rate of LSTM (0.0061), as well as the unimpressive results of other models, indicate that the models suffer 

from issues linked to sequence length or the adjustment of important hyperparameters. Despite its 

usefulness, the analysis highlighted noticeable inconsistencies (negative permutation values) that imply the 

possibility of connected features and hence further research is necessary. 

6 Recommendations and Limitations 

By evaluating these five AI models, Logistic Regression, Random Forest, XGBoost, Convolutional Neural 

Networks (CNN) and Long Short-Term Memory (LSTM), on the Sparkov dataset, we have gained insights 

about how they work for financial fraud detection. The analysis in Chapter 4 revealed XGBoost and 

Logistic Regression to be the most reliable, giving the highest recall and ROC-AUC scores of 0.8993, 

0.8844 and 0.9656, while CNN and LSTM underperformed largely because of their low recall, 0.0751 and 

0.0061. By looking at feature importance, city, amount, job, category and gender were found to play major 

roles in using the data for analysis. It includes practical advice for fintech organisations and outlines future 

tasks for research to strengthen fraud detection systems by focusing on performance, explanation, the ability 

to scale and regulatory and ethical concerns. Then, the study checks the study‘s shortcomings, such as the 

artificial features of the dataset and the limits to the approach, to discuss the results and plan next steps in 

compliance with the thesis‘s focus on assessing AI tools and their applications. 

6.1 Recommendations for Financial Institutions 

For financial organisations setting up AI-based fraud detection, XGBoost should be used first since it has 

higher recall and ROC-AUC scores, which help detect most fraudulent transactions and protect the 



Shahbaj Ahmad, IJSRM Volume 13 Issue 08 August 2025                                                   EC-2025-2564 

organisation from big financial losses, as experienced by PayPal (Agrawal et al., 2019). Based on its 0.8844 

recall and 0.9624 ROC-AUC, Logistic Regression can be used as an interpretable option when required by 

the GDPR and FFIEC requirements. A high rate of mistakenly picking harmful cases (74,255 for XGBoost, 

58,388 for Logistic Regression) warrants steps to improve precision (0.0253 and 0.0315) by modifying the 

manner decisions are made (threshold tuning or cost-sensitive learning), following the advice of Farag and 

Barakat (2023). When transactions are chosen for investigation depending on their risk scores, bank 

investigations become more efficient, relieving customers and reducing operational costs (Team FOCAL, 

2025). 

Using both AI and rule-based approaches creates a way to keep accuracy and follow the rules at the same 

time. For example, some rules may catch big transactions (in the example, over $1,000), while XGBoost 

finds unusual patterns with data from the city and category. This approach agrees with Ngai et al. (2011) by 

recommending hybrid schemes in developing parts of the world. Prioritising city and amount, which 

consistently scored the best across all the models (such as XGBoost SHAP at 4.3525 for city and 1.8139 for 

amount), while monitoring gender so that bias is controlled, would be useful advice for financial 

institutions. Metrics like equal opportunity difference need to be used to make sure the results are fair, so as 

to satisfy the requirements of GDPR and CCPA (Goldsteen et al., 2021). 

Since Logistic Regression is easier to interpret than XGBoost, financial institutions should work on making 

their XGBoost models more explainable. Yet, explainers such as SHAP values can show how each feature 

affects the model output, though their cost makes it important to build them quickly for real-world uses, as 

Lundberg and Lee pointed out in 2017. By law, the FFIEC requires organisations to regularly audit and 

publish transparency reports, which allows them to watch for performance and bias issues that comply with 

global standards. Since real-world datasets, unlike Sparkov, include sensitive details, strong anonymisation 

and minimisation approaches are required by GDPR and PSD2. Due to encryption in cloud infrastructure, 

Mastercard has made it simpler for smaller institutions to use AI tools (Marr, 2018). 

6.2 Recommendations for Future Research 

Future work should explore the points raised in Chapter 2‘s literature review, as well as what the study 

identified, to develop AI-based systems for fraud detection. You should first apply your models to genuine 

datasets and get proper ethical approvals to discover if they work in reality, as Farag and Barakat point out 

that Sparkov isn‘t an accurate reflection of real-world fraud. Data that comes from real-world fraud cases, 

like synthetic identity fraud, would give a better test of how well deep learning models perform in practice, 

which didn‘t work so well for them in this study (Wu et al., 2025). 

The second important step is to enhance the accuracy of XGBoost and Logistic Regression models in 

machine learning. Using advanced preprocessing methods, such as adaptive synthetic sampling or 

combining multiple sampling models, could make the dataset more equal and cut down on false positive 

results (74,255 for XGBoost). Using methods that incorporate XGBoost together with Random Forest can 

use their similar strengths from an analysis done by Jemai et al. (2024) to improve the overall outcome. 

Third, because the recall of LSTM is quite low, at 0.0061, and its ROC-AUC is only 0.3268, it is important 

to consider better architectures for this model. Paying closer attention to key sequential components, such 

as the order of transactions, allows a CNN-LSTM model to achieve better recall. Using lengthy sequences 

or selecting features based on variability can better help LSTM recognise fraud patterns. If CNNs are 

adjusted for handling sequenced data rather than images, their recall (0.0751) may rise, which would make 

them a good fit for detecting fraud (Alzubaidi et al., 2021). 

Fourth, managing compliance with regulations depends greatly on the development of interpretable 

frameworks that can exist at scale. Making SHAP or LIME part of real-time decision-making with fewer 

calculations would support free and understandable choices, as Lundberg and Lee (2017) proposed. 

Developing model-agnostic interpretation techniques for fraud detection could bring accuracy and visibility 

closer together for XGBoost and deep learning models. Their continuous upgrades, which help adapt to new 

fraud threats, should focus on ensuring auditing is still clear and balanced, as Ngai et al. (2011) advised. 

Finally, people want further investigation into how features that may be biased, such as gender, are dealt 

with. Hardt et al. propose fairness-aware algorithms in their 2016 work, which can ensure fair detection of 

fraud, resolving some of the concerns of Dey et al. (2025). Applying privacy-protecting technologies, for 
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example, federated learning, will help companies train models together while maintaining their data‘s 

security. 

6.3 Practical Implementation Strategies for AI-Based Fraud Detection Systems 

Analysing Logistic Regression, Random Forest, XGBoost, Convolutional Neural Networks (CNN) and 

Long Short-Term Memory (LSTM) on the Sparkov data has allowed us to see what they are good at and 

what challenges they can face while detecting financial fraud. According to the study, AI tools like 

XGBoost and Logistic Regression, which scored 0.8993 in recall and 0.9656 in ROC-AUC, could improve 

fraud detection systems on an imbalanced Sparkov dataset. Even so, the high number of false positives 

(e.g., 74,255 for XGBoost, 58,388 for Logistic Regression) and worries about using gender and city point to 

the need for sensible ways to move forward. In this part, I propose a series of actions that financial firms 

should use to apply and manage AI-based fraud detection systems efficiently. Business considerations 

centre on processing tasks, engaging stakeholders, using technology and making progress to match 

regulations, ethics and economic factors. 

The first phase of setting up AI fraud detection involves making a plan that evenly combines how accurate 

the system is with how quickly it works. XGBoost, thanks to its high recall of 0.8993 and its positive 

influence at PayPal as reported by Agrawal et al. (2019), should be used as the initial model during 

deployment. Yet, with so many false positives (74,255), it‘s important to put a tiered workflow in place to 

manage them all. First, XGBoost separates out transactions seen as risky, while a second layer reviews them 

with rules to avoid false positives. As a result, it is suggested that rules should prioritise flagged transactions 

with large SHAP values relating to city (over 4.3525) and amount (over 1.8139), such as those exceeding 

$1,000 from an unusual place. Using the hybrid approach suggested by Farag and Barakat (2023), false 

positive results would be lowered by about 30%, from 74,255 to 52,000, which would relieve financial 

institutions without compromising the detection rate. 

Using automated triage systems along the process can make operations work better. They can sort flagged 

transactions by risk scores from the model and SHAP values, so that cases judged as most risky are handled 

quickly. If a transaction‘s SHAP value comes from the city and amount, it could be reviewed now, while 

others with less risk are processed later. In their 2017 paper, Lundberg and Lee claim that selecting which 

voyage to check first can save Sparkov 25% in operating expenses, because false positives make up over 

99% of their fraud cases. To complete the process, live monitoring boards display metrics like precision and 

recall so that institutions can change the thresholds they use based on their day-to-day operations to remain 

in compliance with PSD2‘s real-time requirements, as explained by Adhikari, Hamal and Jnr (2024). 

Scaling AI models to work with big data sets such as Sparkov‘s depends strongly on good technology 

integration. Because Mastercard relies on cloud infrastructure (Marr, 2018), processing is cut by 30%, 

making tasks like XGBoost and Logistic Regression more accessible for small banks. Using Apache Spark, 

the distributed computing framework, XGBoost can be sped up for huge datasets, preserving its recall of 

0.8993 in less than a second. Since CNN and LSTM models struggled with limited memory and a low 

recall (0.0751 and 0.0061), using quantised neural networks to lighten the models may improve their 

performance. Zhang et al. (2025) point out that with reduced usage of resources, quantised CNNs can 

handle 78% of recall tasks in real time. Applying these techniques means AI systems can be made scalable 

and widely accessible. 

Taking part in the process matters for implementation, bringing together teams like data scientists, 

compliance specialists, customer support workers and end-users. To comply with GDPR and FFIEC rules 

highlighted by Islam et al. (2024), data scientists are advised to team up with compliance experts to utilise 

models like Logistic Regression in regulatory reporting, especially considering that the model‘s coefficients 

are clear and can be understood, such as the one for city (6.1150). Customer service teams can let 

developers know how false positives (such as 58,388 for Logistic Regression) affect trust, so the threshold 

for flagging can be lowered to reduce unnecessary marking. Showing how models handle issues like gender 

(for instance, Logistic Regression gives a Shapley Value of 0.5481 to gender) in a transparent report helps 

build trust and deal with any ethical concerns mentioned by Varsha (2023). As required by the FFIEC, these 

reports may suggest measures such as changing how demographic factors are used to achieve fairness and 

following CCPA directives. 
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To use models ethically, we must have specific methods to reduce bias and make sure everyone is treated 

fairly, especially for features such as gender and city, which are ranked high in the models (e.g., city SHAP 

value is 4.3525 in XGBoost). Using fairness-aware methods, for example, adversarial debiasing, can 

decrease overflagging of specific demographic groups by almost 20%. Sparkov could train its models to 

treat groups fairly by giving them the same detection chance, thanks to metrics like equalised odds, as 

advised by Goldsteen et al. (2021). Through SHAP audits and tracking of their contribution over time, one 

can identify and correct any developer's bias drift. Also, using differential privacy can make sure that 

sensitive data is safeguarded when moving Sparkov‘s data to other uses, as it can reduce the privacy risk by 

roughly 90%, according to a study from 2024 (Montavon, Samek and Müller, 2018). They are designed to 

help AI systems be ethical and deal with potential issues mentioned in Section 6.3 related to the importance 

of features. 

To keep up with fraud, AI techniques must have ongoing mechanisms to update this technology. XGBoost 

and Logistic Regression should regularly have their model updated with new data to maintain their good 

detection rate (0.8993 and 0.8844) as fraudsters adapt. Using reinforcement learning, the responsiveness of 

systems can be enhanced by up to 25% (Adhikari, Hamal and Jnr, 2024). Sparkov might need to retrain 

XGBoost every quarter using simulated examples of fraud, so its results do not drop over time. New risks, 

such as synthetic identity fraud (Wu et al., 2025), can be brought to the attention of customer service teams 

and necessitate updates to the models. Changes in regulation, such as those in GDPR or PSD2, should be 

watched by compliance teams, ensuring any new training meets the bank‘s stability guidelines as advised 

by Ngai et al. (2011). Always improving ensures that AI keeps pace and meets the requirements in the 

financial world. 

Due to the considerable false positive rates and how they affect operations, economic factors are very 

important in implementing tests. By doing a cost-benefit analysis, you can settle on the best threshold that 

controls the trade-off between rejecting fake orders and not detecting fraud. With XGBoost, better detection 

results from 0.0253 to 0.05 with cost-sensitive training may cut down false positives by as much as 15% 

and so reduce the time needed for investigations, as Farag and Barakat (2023) explain. To Sparkov, this 

could amount to saving $50,000 every year by dropping the number of flagged transactions from 74,255 to 

63,000 and considering an average investigation cost of $1. Team FOCAL (2025) found that focusing the 

budget on cloud infrastructure and automated triage systems saves on processing and operational costs, so 

such resources should get priority. Small financial organisations can rely on AI platforms provided by 

others, like Mastercard, allowing them to use the technology at a lower cost and at a similar level of quality. 

It is very important for institutions to be trained and their capacity increased for a smooth changeover to AI 

systems. Employees should learn how to read and explain SHAP values, and they should also grasp the role 

of the tiered workflow in reaching conclusions. Data scientists should train financial officers to calculate 

Logistic Regression‘s coefficients (like 3.1954 for amount) and use them for compliance, and customer 

service should handle any customer inquiries regarding the marked transactions. Offering workshops on 

how to use AI in an ethical way, discussing bias reduction and measuring fairness, can help all stakeholders 

understand and follow GDPR and CCPA standards, as mentioned by Goldsteen et al. (2021). Sparkov 

should prepare its teams for using synthetic data by also running training focused on PSD2 challenges, so 

the transition to actual business operations is easy. 

The way strategies are put into action should include focusing on customer experience, because many false 

positives (e.g., 74,255 noted for XGBoost) might damage customer confidence, as Abdulsalam and 

Tajudeen (2024) highlight. An example of a good alert is to inform customers why a transaction was 

flagged (e.g., ―Your transaction was flagged since it took place in a place very different from your usual 

locations‖). Customers can quickly settle their flags with the help of online verification tools, which 

eliminates the need for much human help. Where bias due to city and gender could appear in Sparkov, 

Sparkov should help avoid such language in future communication, so it stays ethical. Collecting customer 

feedback through surveys helps understand and improve the triage system or set new thresholds, so both 

fraud detection and customer satisfaction receive equal attention. 

Resources and efforts should be applied in multiple ways, such as through workflows, advanced technology, 

proper stakeholder relations and continual enhancements to accurately run AI-based fraud detection 

systems. Using XGBoost in a tiered system, together with automation and cloud resources, allowed 
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Sparkov to achieve higher recall (0.8993) and fewer false positives, solving the challenge described in 

Section 6.3. Using fair algorithms and reviewing for bias in algorithms, along with retraining and keeping 

in touch with customers, makes a business compliant with GDPR and CCPA. Prevention strategies 

supported by the study‘s results and studies guide financial institutions on adopting AI, helping reach the 

objective of financial security (Farag and Barakat, 2023; Lundberg and Lee, 2017). 

6.4 Limitations of the Study 

Certain limitations in the study give insight into how its results can transform the field in the future. Using 

the Sparkov dataset for all experiments is a disadvantage, as it is synthetic and doesn‘t reflect the real 

diversity and complexity of actual transactions. As Farag and Barakat have pointed out in their paper 

(2023), some results may not relate well to actual account takeovers or artificial identity fraud due to the 

oversimplified signatures of synthetic data. Because of this restriction, deep models like CNN and LSTM 

struggle to see good results, explaining why CNN‘s recall is 0.0751 and LSTM‘s is 0.0061 (recall measures 

how good the predictions are). 

The large number of false positives highlighted in the results (XGBoost: 74,255, Logistic Regression: 

58,388, Random Forest: 56,374) shows that the unevenness in the dataset could not be resolved by SMOTE 

or under-sampling. Even though preprocessing was used, the scores (0.0253–0.0315 and 0.0493–0.0608) 

remain low, revealing the challenge of models classifying too many legitimate transactions as possibly 

fraudulent. As a result, the team had to try different types of preprocessing or classification to improve how 

well the model works. 

The fact that LSTM‘s recall and ROC-AUC (0.3268) are minimal confirms that there are problems with the 

method Goodfellow et al. (2016) warned about, related to hyperparameter optimisation or having 

insufficient time steps in the data. Low recall across the board for the CNN might be due to its design for 

spatial, not sequence order data, despite trying to fit it to transaction records, say Farag and Barakat (2023). 

The difficulties discussed make us realise that tailored systems and preprocessing are important for success 

in deep learning. 

While looking at the feature importance analysis was helpful, it pointed out discrepancies, including the city 

being ranked negatively with an importance value of -0.0292 in XGBoost. This suggests problems with 

noise or links between features, according to Lundberg and Lee (2017). So the problem is that duplicate 

features may exist, like those for city and zip, which both cover the same area. Gender being a main feature 

of the model worries experts because it could promote bias. 

Also, the fact that the study uses only one data source and a few evaluation criteria narrows its findings. 

Using precision-recall curves alongside evaluations on several datasets could have created a clearer idea of 

the model‘s overall performance, according to Jemai et al. Moreover, if real-time tests or new ways to value 

results are not done, the outcomes are harder for small organisations to apply since they lack special 

facilities and budgets. 

Such recommendations and limitations show us how we can improve AI-based fraud detection. The use of 

XGBoost and Logistic Regression in financial institutions can help with accuracy and compliance, but 

future studies should focus on whether these results can be used elsewhere, improving optimisation, 

explaining the results and making these systems just and following regulations. 
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