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Abstract — The promptly growing e-commerce has facilitated consumers to purchase products online. Most retail websites support 

consumers to write reviews to express their opinions on various aspects of the products. However, these several reviews are often 

unorganized, leading to the difficulty in information navigation and information gathering. A product aspect ranking framework to 

identify the important aspects of products from consumer reviews. The framework contains three main components, product aspect 

identification, aspect sentiment classification, and probabilistic aspect ranking. The scope of this   frame work is to organize the 

consumer review in appropriate way so that the product promotion can be done effectively based on reviews. 
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I. INTRODUCTION 

One of the many incredible facts about the e-

commerce is the chance for consumer to write their opinions 

on almost anything about product. Most retail Websites 

encourages consumers to write their feedback about 

products to express their opinions on various aspects of the 

products. Generally, a product may have hundreds of 

aspects. For example, computer has more than hundreds of 

aspects, such as “display,” “processor,” “sound,” etc. 
Some aspects are more important than the others. Hence 

identifying important product aspects will improve the 

usability of numerous reviews and is beneficial to both 

consumers and marketer. Customer review has social impact 

as well as financial impact. The customer reviews in 

shopping web sites are very much helpful for product 

advertisement. Recent study was made on ComScore reports 

that online retail expenses reached $37.5 billion in Q2 2011 

U.S[1].However it is impractical for people to manually 

identify the important aspects of products from numerous 

reviews. Consumers depend on online reviews to make 

purchasing decisions. Therefore, a method to automatically 

identify the important aspects is highly required. Motivated 

by the above observations, in this paper propose a 

probabilistic aspect ranking framework to automatically 

identify the key aspects of products. Our statement is that 

the essential aspects of a product possess the following 

characteristics: Frequently commented of consumer’s 

opinions on these aspects greatly impact there in general 

opinions on the product. Reviews can be posted on the webs 

in three different types [2]: 

Type (1) - Pros and Cons review: The consumer have 

separate column to write Pros and Cons reviews. 

Type (2) - Pros, Cons and detailed review: The consumer 

have same format like Type(1) and also have a column to 

write  their opinion freely. 

Type (3) - Free review format: The consumers write their 

opinion what their mind says about product without 

restriction to write pros and cons reviews only. Type(3) also 

called as free text review. 

Sentiment analysis aims to determine the attitude of a 

speaker or a writer with respect to some topic or the overall 

contextual polarity of a document. It is also known as 

opinion mining and emotion analysis. The main theme of   

opinion   mining is classifying the polarity of text in terms 

of   positive, negative or neutral. Opinion mining is a type of 

text mining which classify the text into many classes. 

II. LEVELS OF SENTIMENT ANALYSIS 

  The main objective of sentiment analysis is 

classification of sentiment. It classifies the given text into 

three levels such as 

 Document level 

 Sentence level 

 Entity/aspect level  

A .Document Level Sentiment Analysis 

The goal of the document level sentiment analysis is to find 

the overall opinion of a given review document. The basic 

information unit is a single document of sentimental text. In 

this type of document level classification, a particular 

review about a single subject matter is considered. In the 

case of forums or blogs, comparative sentences appear. The 

main problem in the document level classification is that the 

entire sentence in a document may not be relevant in 

expressing the opinion about a product. So we need 

subjectivity/objectivity classification is very important in 

this type of classification. Both lexicons based and machine 

learning   methods can be used for the document level 

classification. 

B. Sentence Level Sentiment   Analysis  

Sentence level sentiment analysis that first determines 

whether an expression is neutral or polar and then 

disambiguates the polarity of the polar expressions. With 

this analysis, the system is able to automatically identify the 

contextual polarity [15] for a large subset of sentiment 

expressions, achieving good results. 

C. Aspect-Level Sentiment Analysis 

The aspect-level sentiment analysis assumes that a 

document contains opinion about multiple aspect/entities of 

one or more products in a document. It is therefore 

necessary to identify about which aspect   an opinion is 

directed at. Both lexicons based and machine learning 

methods are used for aspect identification. We first split the 
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free text reviews into sentences, and parse each sentence 

using Stanford parser. The frequent noun phrases are then 

extracted from the sentence parsing trees [1] as aspects. 

 

III. APPROACHES FOR SENTIMENT ANALYSIS 

A. Lexicon Based Approach 

It performs sentiment analysis based on some fixed syntactic 

units that are likely to be used to express opinions. Lexicon 

based learning is based on sentiment words. The syntactic 

units are composed based on part-of-speech (POS) tags. 

Determine the part of speech for each word in a sentence. 

Many words, especially general ones, can provide as 

multiple parts of speech. For example, "set" can be a noun, 

verb or adjective. Words of different POS may be treated 

differently. In sentiment analysis adjectives are important 

indicators of opinions. 

The lexicon-based methods utilize a sentiment lexicon 

consisting of a list of sentiment words, phrases and idioms, 

to determine the sentiment orientation on each aspect [13].  

SentiWordNet is most widely used lexicon based approach, 

which is an opinion lexicon derived from the WordNet 

database. The design following WordNet is to build a 

“dictionary of meaning” integrating the functions of 

dictionaries and thesauruses. Lexical information is not 

organized in word forms, but in word meanings which is 

steady with the human representations of significance and 

their dealing out in the brain. WordNet contains English 

verbs, nouns, adverbs, adjectives. They form so called 

“synsets”, i.e. sets of distinctive cognitive synonyms. 

Synsets that have a certain lexical or conceptual relation are 

linked (net like structure). 

The aim of SentiWordNet is to provide an extension for 

WordNet, such that all synsets can be associated with a 

value concerning the positive or negative. SentiWordNet is 

not able handle multi word, so we need preprocessing steps 

to decompose the multi word. Preprocessing steps[5] are 

1. Tokenization 

2. POS tagging 

3. Decompose text to nouns, adjectives, verbs,        adverbs. 

4. Normalization (Stemming) 

After preprocessing step, now they are ready to be fed into 

the SentiWordNet system in order to collect sentiment 

scores for the single word. For each of the words, 

SentiWordNet retrieves the synsets that contain that word. 

Main disadvantages of SentiWordNet   are difficult to give 
evidence or reasons of how good SentiWordNet can work. 

B. Machine Learning Approach 

The aim of Machine Learning is to develop an algorithm so 

as to optimize the performance of the system using example 

data or experience. some popular machine learning 

approaches are discussed below which are mainly used for 

sentiment classification.   

a) Naive Bayes Classification  

A Naive Bayesian model is simple to build, with no difficult 

iterative factor estimation which makes it particularly useful 

for very huge datasets. Despite its simplicity, the Naive 

Bayesian classifier often does surprisingly well and is 

widely used because it often outperforms more sophisticated 

classification methods. Bayes theorem provides a way of 

calculating the posterior probability P(c|x), from P(c), P(x), 

and P(x|c). Naive Bayes classifier assumes that the effect of 

the value of a predictor (x) on a given class (c) is 

independent of the values of other predictors.  

           Likelihood     class prior probability 

 

𝑃(𝑐|𝑥) =
𝑃(𝑥|𝑐)𝑃(𝑐)

𝑃(𝑥)
 … eqn(1) 

 

 

      Posterior         Predictor 

    Probability                        prior probability 

  

P(c|x) is the posterior probability of class (target) given 

feature (attribute).  

 P(c) is the prior probability of class.  

 P(x|c) is the likelihood which is the probability of 

predictor given class.  

P(x) is the prior probability of predictor. 

 

Where, P(x) plays no role in selecting c*. To estimate the 

term P(x|c), Naive Bayes decomposes it by assuming the fi’s 

are conditionally independent given d’s class as in follow[9] 

 

𝑃𝑁𝐵(𝑐|𝑥) =
𝑃(𝑐)(∏ 𝑃(𝑓𝑖|𝑐)

𝑛𝑖(𝑑)𝑚=1
𝑖=1 )

𝑃(𝑑)
 … eqn(2) 

 

Where, m is the number of features and fi is the feature 

vector. Consider a training method consisting of a relative-

frequency estimation P(c) and P (fi|c).Naive Bayes-based 

text categorization still tends to carry out unexpectedly well 

[11].But Naive Bayes is most favorable for certain problem 

classes with highly dependent features [12].  

b) Maximum Entropy 

Maximum entropy classifier is a probabilistic classifier 

which belongs to the class of exponential models. Unlike 

naïve bayes, Maximum Entropy does not assume that the 

features are conditionally independent of each other. The 

Maximum Entropy classifier can be used to solve a large 

variety of text classification problems such as language 

detection, topic classification, sentiment analysis and more. 

Maximum Entropy classifier is used when we can’t assume 

the conditional independence of the features. The Maximum 

Entropy requires additional time to train comparing to naïve 

bayes, mainly due to the optimization problem that needs to 

be solved in order to estimate the parameters of the model. 

Nevertheless, after computing these parameters, the method 

provides strong results. Maximum Entropy (ME) 

classification estimate Of P(c|x) takes the exponential form 

as in equation  

𝑃(𝑐|𝑥) =
1

𝑧(𝑥)
𝑒𝑥𝑝 (∑ 𝜆𝑖,𝑐𝑖 𝐹𝑖,𝑐(𝑥, 𝑐)) … eqn(3) 

Where, Z (x) is a normalization function. Fi,c is a 

feature/class function for feature fi and class c. 

 c) Support Vector Machines  

Support vector machines (SVMs) have been shown to be 

highly effective at traditional text classification, generally 

outperforming Naive Bayes. In machine learning, support 

vector machines (SVMs) are supervised learning models 

with associated learning algorithms that analyze data and 
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recognize patterns, used for 3D object recognition speaker 

identification, face detection. SVMs delivers state-of the-art 

performance in real world applications like Pattern 

Recognition, Regression Estimation, bio-sequences analysis 

etc and recognized one of the typical tools for machine 

learning and data mining. Support Vector Machines are 

based on the concept of decision planes that define decision 

boundaries. 

The goal of a Support Vector Machine (SVM) classifier is to 

find a linear hyperplane (decision boundary) that separates 

the data in such a way that the margin is maximized. The 

best   hyperplane for an SVM means the one with the largest 

margin between the two classes. The idea for SVM is to find 

a boundary (known as a hyperplane) or boundaries that 

separate clusters of data. SVM find boundary using a set of 

points and separating those points by mathematical 

formulas.  

The following figure illustrates the data flow of SVM[14]. 

In Figure 1, data are input in an input space that cannot be 

separated with a linear hyperplane. To divide the data 

linearly, points are map to a feature space by means of a 

kernel method. It has a simple geometrical interpretation in 

a high-dimensional feature space that is nonlinearly related 

to input space. 

Benefits of Svm 

 Theoretically well-understood. 

 Computationally efficient. 

 Very useful in many large practical problems. 

 By using kernels all computations keep simple. 

 

Figure 1- Data Flow of SVM 

IV. ASPECT IDENTIFICATION 

A straightforward frequency-based solution is to 

regard the aspects that are frequently commented in 

consumer reviews as important. However, consumer’s 

opinions on the frequent aspects may not influence their 

overall opinions on the product, and would not influence 

their buying decisions. The frequency-based solution is not 

able to identify the truly important aspects. On the other 

hand, a basic method to exploit the influence of consumer’s 

opinion on specific aspects over their overall ratings on the 

product is to count the cases where their opinions on 

specific aspects and their overall ratings are consistent, and 

then ranks the aspects according to the number of the 

consistent cases. This method simply assumes that an 

overall rating was derived from the specific opinions on 

different aspects individually and cannot characterize the 

correlation these methods and propose an effective aspect 

ranking approach to infer the importance of product aspects. 

Existing techniques for aspect identification include 

supervised and unsupervised identification methods. 

Supervised identification learns an extraction model from a 

collection of labeled reviews. The extraction model, or 

called extractor, is used to identify the aspects in new 

reviews. Most existing supervised identification approaches 

are based on the sequential learning (or sequential labeling) 

technique [2].For example, Wong and Lam6] learned aspect 

extractors using Hidden Markov Models and Conditional 

Random Fields. Jin and Ho [7] applied a lexicalized HMM 

model to learn patterns for extracting aspects and opinion 

expressions, while Li et al. [8] integrated two CRF 

variations, i.e. Skip-CRF and Tree-CRF. All these methods 

need a certain number of manually labeled Samples for 

training. That is, one needs to manually label aspects and 

non-aspects in a corpus. This labeling process is very time-

consuming and labor-intensive. On the other hand, 

unsupervised identification methods have emerged recently. 

The most notable unsupervised identification approach was 

proposed by Hu and Liu [4]. They assumed that Product 

aspects are nouns and noun phrases. They extracted all 

frequent nouns and noun phrases as aspect candidates, and 

then employed an association rule mining algorithm to 

identify aspects using compactness pruning rules and 

redundancy pruning rules. Previous studies have shown that 

aspects are usually nouns or noun phrases [10], and we can 

obtain highly accurate aspects by extracting frequent noun 

terms from the Pros and Cons reviews [11]. For identifying 

aspects in the free text reviews, a naive solution is 

considered only noun and noun phrases. Recently, Wu et al. 

[12] used a phrase dependency parser to extract noun 

phrases, which form candidate aspects. To filter out the 

noises, they used a language model by an intuition that the 

more likely a candidate to be an aspect, the more closely it 

related to the reviews. The language model was built on 

product reviews, and used to predict the related scores of the 

candidate aspects. The candidates with low scores were then 

filtered out. However, such language model might be biased 

to the frequent terms in the reviews and cannot precisely 

sense the related scores of the aspect terms, as a result 

cannot filter out the noises effectively. In order to obtain 

more precise identification of aspects, we here propose to 

exploit the Pros and Cons reviews as auxiliary knowledge to 

assist identifies aspects in the free text reviews. In particular, 

we first split the free text reviews into sentences [1], and 

parse each sentence using Stanford parser. The frequent 

noun phrases are then extracted from the sentence parsing 

trees as candidate aspects. Since these candidates may 

contain noises, we further leverage the Pros and Cons 

reviews to assist identify aspects from the candidates. We 

collect all the frequent noun terms extracted from the Pros 

and Cons reviews to form a vocabulary. We then represent 

each aspect in the Pros and Cons reviews into a unigram 

feature, and utilize all the aspects to learn a one-class 

Support Vector Machine (SVM) classifier [2]. The resultant 

classifier is in turn used to identify aspects in the candidates 

extracted from the free text reviews.  

 

V.  SENTIMENTAL CLASSIFICATION ON PRODUCT ASPECTS 

Exiting techniques include the supervised learning 

approaches and the lexicon-based approaches, which are 

typically unsupervised. While these methods are easily to 

implement, their performance relies heavily on the quality of 

the sentiment lexicon. On the other hand, the supervised 

learning methods train a sentiment classifier based on 

training corpus. The classifier is then used to predict the 
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sentiment on each aspect. Many learning-based 

classification models are applicable, for example, Support 

Vector Machine (SVM), Naive Bayes, and Maximum 

Entropy (ME) etc [14].Supervised learning is dependent on 

the training data and cannot perform well without sufficient 

training samples. However, labeling training data is labor 

intensive and time-consuming. In this project, the Pros and 

Cons reviews have explicitly categorized positive and 

negative opinions on the aspects. These reviews are valuable 

training samples for learning a sentiment classifier. 

Specifically, we first collect the sentiment terms in Pros and 

Cons reviews based on the sentiment lexicon provided by 

MPQA project [15]. These terms are used as features, and 

each review is represented as a feature vector. A sentiment 

classifier is then learned from the Pros reviews (i.e., positive 

samples) and Cons reviews (i.e., negative samples). The 

classifier can be SVM, Naïve Bayes or Maximum Entropy 

model [14]. Given a free text review that may cover multiple 

aspects, we first locate the opinionated expression that 

modifies the corresponding aspect, Generally, an 

opinionated expression is associated with the aspect if it 

contains at least one sentiment term in the sentiment 

lexicon, and it is the closest one to the aspect in the parsing 

tree within the context distance of 5.The learned sentiment 

classifier is then leveraged to determine the opinion of the 

opinionated expression, i.e. the opinion on the aspect. 

VI. PROBABILISTIC ASPECT RANKING 

Probabilistic aspect ranking algorithm is used to 

find out the ranking score of various aspect of product from 

numerous reviews. The algorithm considers aspect 

frequency and takes into account relation between the 

overall opinion and the opinions on specific aspects. The 

opinions on important aspects have well influence on the 

generation of overall opinion and on the other hand opinions 

on unimportant aspects have weak impacts on the generation 

of overall opinion. By taking into concern above 

information ranking score of each aspect is calculated and 

then product aspects are finally ranked according to it. 

Probabilistic aspect ranking algorithm [1] to identify the 

important aspects of a product from consumer reviews. 

Generally, important aspects have the following 

characteristics: (a) they are frequently commented in 

consumer reviews; and (b) consumers’ opinions on these 

aspects greatly influence their overall opinions on the 

product. The overall opinion in a review is an aggregation of 

the opinions given to specific aspects in the review and 

various aspects have different contributions in the 

aggregation. That is, the opinions on (un)important aspects 

have strong (weak) impact on the generation of overall 

opinion [16]. The overall ranking is made based on frequent 

comments of consumer’s about overall opinion on that 

product. The ranking is calculated using term frequency and 

other formulas for positive and negative comments. 

TF(t)=(no of times term t appears in document)/(total no of 

terms in document)  

The ranking is done using the formula as follows: 

Pros=(no of positive terms in document)/(total no. of terms 

in document)  

Cons=(no of negative terms in document)/(total no. of terms 

in document)  

The term frequency is use to show the weight of the pros 

and cons in the document. 

The effectiveness of ranking is also done by three 

methods [1]: 

Frequency based method: which ranks the aspects 

according to aspect frequency.  

Correlation based method: which measures the opinion on 

specific aspect and their overall rating.  

Hybrid method: Those capture both aspect frequency and 

correlation of linear combination. 

VII. CONCLUSION 

This paper contributes the following: product 

aspect identification, Aspect sentiment classification and 

Probabilistic Aspect ranking. An Aspect identification step 

uses one class SVM and Stanford Parser. Sentiment analysis 

has been extended from computer science to management 

science. Sentiment Analysis has show the way to 

development of better products and good business 

management.  For sentimental classification step uses 

sentimental terms from MPQA project. The ranking is based 

on the importance of various aspects of a product from 

numerous reviews. First, exploited the Pros and Cons 

reviews to improve aspect identification and sentiment 

classification on free-text reviews, and then developed a 

probabilistic aspect ranking algorithm. 
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