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Abstract: Web search engines help users find useful information on the World Wide Web (WWW). However, when the same query is 
submitted by different users, typical search engines return the same result regardless of who submitted the query. Generally, each user has 
different information needs for his/her query. Therefore, the search results should be adapted to users with different information needs. In 
this paper, we first propose a user profile based web search using rule acquisition through ontology. Rule is build based on user profile 
details, then the search result from engine is parsed based on this rule. Rule acquisition procedure using rule ontology RuleToOnto has been 
applied on the search result. The rule acquisition procedure consists of the rule component identification step and the rule composition step. 
And result is parsed and performed semantic matching and displayed to user according to the rule build up on user requirement. Only the 
information related to user profile will get displayed to the user and all other search results will be truncated. 

Keywords: Profile Based Web Search, Rule Ontology, Rule Acquisition, Semantic Matching.  

1. Introduction 
 The World Wide Web is a diverse source of information for 
billions of Web users. This variety provides a significant 
challenge in enabling a user‘s access to information because 
large portions of the Web may fall outside of a particular 
user‘s overall interests, comprehension level, or 
comprehension within a particular domain. It has become 
increasingly difficult for users to find information on the 
WWW that satisfies their individual needs since information 
resources on the WWW continue to grow. Under these 
circumstances, Web search engines help users find useful 
information on the WWW. However, when the same query is 
submitted by different users, most search engines return the 
same results regardless of who submits the query. In general, 
each user has different information needs for his/her query. For 
example, for the query “Java,” some users may be interested in 
documents dealing with the programming language, “Java,” 
while other users may want documents related to “coffee.” 
Therefore, Web search results should adapt to users with 
different information needs. 
 
Knowledge is an essential part of most Semantic Web 
applications and ontology, this is a formal explicit description 
of concepts or classes in a domain of discourse [9], is the most 
important part of the knowledge. However, ontology is not 
sufficient to represent inferential knowledge. This is because 
ontology-based reasoning has limitations compared with rule-
based reasoning, even though ontology-based reasoning with 
description logic is a popular issue of the Semantic Web. Many 
attempts have been made at knowledge acquisition in order to 
obtain enough knowledge for Semantic Web applications. 
Ontology learning, which refers to extracting conceptual 

knowledge from several sources and building ontology from 
scratch, enriching, or adapting an existing ontology. 
 
Rule acquisition is as essential as ontology acquisition, even 
though rule acquisition is still a bottleneck in the deployment 
of rule-based systems [8]. This is time consuming and 
laborious, because it requires knowledge experts as well as 
domain experts, and there are Communication problems 
between them. Let us suppose that, if they have to acquire 
rules from several sites of the same domain. The sites have 
similar Web pages explaining similar rules from each other. A 
comparison-shopping portal can be an example. The 
comparison of simple data such as book prices does not need 
rules, but delivery cost calculation with various options and 
applying free shipping rules and return policies needs rules. 
 
Data mining is the process of analyzing data from different 
perspectives and summarizing it into useful information - 
information that can be used to increase revenue, cuts costs, or 
both. Data mining software is one of a number of analytical 
tools for analyzing data. It allows users to analyze data from 
many different dimensions or angles, categorize it, and 
summarize the relationships identified. Technically, data 
mining is the process of finding correlations or patterns among 
dozens of fields in large relational databases.  

2. Related Works 

2.1 Search Engine 
A web search engine is designed to search information on 
World Wide Web. The World Wide Web (WWW) contains 
large amount data. Even in the day-to-day process we use 
search engine frequently. This is the reason for the increasing 
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popularity and necessity of search engine. Search engine 
crawls the web and parses the WebPages and the URL’s, 
which contains the user query keywords matched with the 
content of that specific webpage, are given as a results to the 
user. 
 
Search engine helps to find information stored on a computer 
system such as the World Wide Web, or a personal computer.’ 
Search engines use regularly updated indexes to operate 
quickly and efficiently. Basically through search engine we 
can access WebPages efficiently and easily. 
 

2.2 Hyperlink Based Personalized Web Search 
 
The field of Web information retrieval focuses on hyperlink 
structures of the Web, for example with Web search engines 
such as Google and the CLEVER project [6]. To address 
several problems with these engines, i.e., (1) the weight for a 
Web page is merely defined, and (2) the relativity of contents 
among hyperlinked Web pages is not considered, we proposed 
several approaches to refining the TF-IDF scheme for Web 
pages using their hyperlinked neighboring pages [4, 5]. In 
personalized Web searches, the hyperlink structures of the 
Web are also becoming important. The use of personalized 
Page Rank to enable personalized Web searches was first 
proposed in [5], where it was suggested as a modification of 
the global Page Rank algorithm, which computes a universal 
notion of importance of a Web page. The computation of 
(personalized) Page Rank scores was not addressed beyond the 
original algorithm. Haveliwala [7], used personalized Page 
Rank scores to enable “topic sensitive” Web searches. 
Experiments in this work concluded that the use of 
personalized Page Rank scores can improve a Web search. 
However, no experiments based on a user’s context such as 
browsing patterns, bookmarks, and so on were conducted. 
Therefore, it is not clear if search results obtained using this 
approach actually satisfies information needs that is different 
user by user. 
 

2.3 Ontology Learning  
 
The algorithm builds the taxonomy with linguistic analysis and 
identifies relevant candidates of classes and instances based on 
statistical analysis. The Ontologies are composed from 
automatically obtained taxonomies. Some approaches used 
somewhat different learning methods for identifying instances 
and relations. For example, WEBfiKB [10] used Bayesian and 
First Order Logic learning methods, and Sanchez and Moreno 
[11] suggested a knowledge acquisition technique that built 
ontologies with a multi agent system. TextOntoEx defined and 
used semantic patterns to identify not only simple taxonomic 
relations but also non taxonomic conceptual relations (e.g. 
causes, caused by, treat, contain, etc.).The approach using the 
Multiple Classification Ripple-down Rules (MCRDR) 
methodology, in ontology, learning is somewhat similar to this 
approach in its framework. They use a graph search algorithm 
instead of MCRDR to extract inference rules. In addition, they 
accumulate the rule ontology by repeating rule acquisition 
across different sites 
 

2.4 Rule Acquisition  
Learning by examples is a very different concept from rule 
acquisition from texts, which imply IF-THEN rules. Therefore, 
it is impossible to apply those methods in this paper problem, 
because their target is structured data while there target is 
unstructured text. Compared to rich studies of ontology 
learning, rule acquisition from the Web is not popular. 
Moreover, acquired rules are limited to a certain purpose and 
type [12], and are not general-purpose inference rules. Most 
significantly, studies about automatic rule acquisition from text 
are quite rare while there are some studies that discover rules 
from existing data.  
 
Even though these can be separated by the Related Works 
section into ontology learning and rule acquisition, the 
extraction of rules is one of the research areas in ontology 
learning, because the inference rules could be an outcome of 
ontology learning. The term “inference rule” means the 
relationship between two phrases in entailment rule 
approaches. Moreover, the rules are generated with statistical 
methods by calculating frequencies and probabilities while the 
rules are directly generated from the Web in this approach.  
 
The eXtensible Rule Markup Language (XRML) approach is a 
framework for extracting rules from texts and tables of Web 
pages. The core of the XRML framework is rule identification, 
in which a knowledge engineer identifies various rule 
components such as variables and values from the Web pages 
with a rule editor. The effectiveness of the rule acquisition 
procedure of the XRML approach depends on the rule 
identification step, which also depends on the large amount of 
manual work done by the knowledge engineer.. 

3. Basic Ideas of Ontology In Rule Acquisition 
Ontologies capture the structure of the domain, i.e. 
conceptualization. This includes the model of the domain with 
possible restrictions. The conceptualization describes 
knowledge about the domain, not about the particular state of 
affairs in the domain. In other words, the conceptualization is 
not changing, or is changing very rarely. Ontology is then 
specification of this conceptualization - the conceptualization 
is specified by using particular modeling language and 
particular terms. Formal specification is required in order to be 
able to process ontologies and operate on ontologies 
automatically. Ontology describes a domain, while a 
knowledge base (based on ontology) describes particular state 
of affairs. Each knowledge based system or agent has its own 
knowledge base, and only what can be expressed using 
ontology can be stored and used in the knowledge base. 

3.1 To Expanding an Ontology  
 
To developing, Ontology includes,  

• Defining classes in the ontology,  
• Arranging the classes in a taxonomic (subclass–super 

class) hierarchy,  
• Defining slots and describing allowed values for these 

slots,  
• Filling in the values for slots for instances.  
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3.2 OntoLT  
 
The OntoLT approach, is available as a plug-in for the widely 
used Protégé ontology development tool , which enables the 
definition of mapping rules with which concepts (Protégé 
classes) and attributes (Protégé slots) can be extracted 
automatically from linguistically annotated text collections. A 
number of mapping rules are included with the plug-in, but 
alternatively the user can define additional rules.  
 
OntoLT provides a precondition language, with which the user 
can define mapping rules. Preconditions are implemented as 
XPATH expressions over the XML-based linguistic 
annotation. If all constraints are satisfied, the mapping rule 
activates one or more operators that describe in which way the 
ontology should be extended if a candidate is found. 
 

3.3  Semi-Automatical Ontology Acquisition Method 
 
The process of acquiring ontology can be divided into two 
stages: acquiring ontological structure and acquiring 
ontological instances. In the stage of acquiring ontological 
structure, it is necessary to capture information about database 
schema firstly, and then based on the information ontological 
structure can be constructed. Since the constructed ontological 
structure may not be ideal, the evaluation and refinement about 
it is needed.  
 
SOAM, which consists of four steps.  
Step1.Capture the information about relational database 
schema;  
Step2.Acquire ontological structure according to the database 
schema information;  
Step3 Refine the obtained ontological structure;  
Step4.Acquire ontological instances based on refined 
ontological structure.  
 
SOAM tries to balance the cooperation between user 
contributions and machine learning in order to ensure the 
quality of constructed ontology and improve the automatic 
degree of acquiring process. 
 

3.4  Text2Onto 
 
Text2Onto is a framework for ontology learning from textual 
resources. Three main features distinguish Text2Onto from 
there earlier framework TextToOnto as well as other state-of-
the-art ontology learning frameworks. First, by representing 
the learned knowledge at a meta-level in the form of 
instantiated modeling primitives within a so-called 
Probabilistic Ontology Model (POM), they remain 
independent of a concrete target language while being able to 
translate the instantiated primitives into any knowledge 
representation formalism. 
 
Second, user interaction is a core aspect of Text2Onto and the 
fact that the system calculates the condense for each learned 
object allows to design sophisticated visualizations of the 
POM. Third, by incorporating strategies for data-driven 
change discovery, it can avoid processing the whole corpus 
from scratch each time it changes, only selectively updating 
the POM according to the corpus changes instead. Besides 

increasing efficiency in this way, it also allows a user to trace 
the evolution of the ontology with respect to the changes in the 
underlying corpus. 

4. Profile Based Web Search Using Rule 
Ontology – Proposed System 

Same query is submitted by different users, typical search 
engines return the same result regardless of who submitted the 
query. Generally, each user has different information needs for 
his/her query. Therefore, the search results should be adapted 
to users with different information needs. In this paper, we first 
propose a user profile based web search using rule acquisition 
through ontology. Figure-1 shows system architecture of 
“Profile Based Web Search Using Rule Ontology”.  

4.1 Screening Method 

An authorized user request is send to screening method. In 
screening method, user profile details are fetched from 
database. User profile details contain details about user area of 
interest and profession details. Hence the rule will be building 
based on this. Screening method collects the required 
information used to generate rule ontology.  

4.2 Generate Ontology – Building Rule 

Rule is build based on user search query and user profile 
details. Rule is built on XML format. The search query is send 
to Google search engine to search the content. All searches are 
performed based on user profile. User needs to provide text to 
be searched and the same will be searched and filtered using 
user profile details. And then rule is applied on the search 
result.  

4.3 HTML Parsing and Stemming 

4.3.1  HTML Parsing 

Parsing HTML is an automated task, performed by HTML 
parsers. They have two main purposes:  

HTML traversal: offer a interface for programmers to easily 
access and modify of the "HTML string code". Canonical 
example: DOM parsers. 

HTML clean: to fix invalid HTML and to improve the layout 
and indent style of the resulting markup. Canonical 
example: HTML Tidy. 

4.3.2  Stemming 

Information Retrieval (IR) is essentially a matter of deciding 
which documents in a collection should be retrieved to satisfy 
a user's need for information. The user's information need is 
represented by a query or profile, and contains one or 
more search terms, plus perhaps some additional information 
such importance weights. Hence, the retrieval decision is made 
by comparing the terms of the query with the index 
terms (important words or phrases) appearing in the document 
itself. The decision may be binary (retrieve/reject), or it may 
involve estimating the degree of relevance that the document 
has to the query. 
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Unfortunately, the words that appear in documents and in 
queries often have many morphological variants. Thus, pairs of 
terms such as "computing" and "computation" will not be 
recognized as equivalent without some form of natural 
language processing (NLP). 

 
Fig 1: Authenticated User Module 

4.4 Rule Acquisition through Ontology 

In order to automatically acquire rules through ontology, we 
divided the rule acquisition procedure into two main steps in 
order to apply proper methods to each step. In the rule 
component identification step, we identify variables and values 
by using an ontology that describes frequently used variables 
and values in other rule bases. Subsequently, we compose rules 
from the identified rule components by using the rule 
structures of the ontology. The ontology helps to recommend 
feasible rules with variables. 

4.4.1  Rule Component Identification 

Fig. 2 shows how we can use ontology in rule component 
identification [2]. If we have rules acquired from Amazon. 
com (in short Amazon), as shown in the upper-left part of Fig. 
2, we can make an ontology which shows the variables and 
values used in the rules, such as that shown in the upper-right 
part of Fig. 2. By using the information, we can identify rule 
components in a new site such as Barnes&Noble.com (in short 
BN). From the ontology, we can easily recognize that refund 
and days of the shipment of the Web page in the middle of Fig. 
2 are variables and books, CDs, and VHS tapes are values [2]. 
The basic algorithm of identification is based on text matching 
between ontology and the text on a Web page [3]. Moreover, 
we can use information about omitted variables and the 
relations between the variables and values described in the 
ontology [3]. For example, we can perceive that item is 

omitted from the Web page shown in Fig. 2, because books, 
CDs, and VHS tapes are values of item in the ontology shown 
in Fig. 2. Also, it is possible to assign variables to 
corresponding values, because every value has its matching 
variable in the ontology. 

4.4.2  Rule Composition from Identified Variables 

The basic idea of rule composition is using patterns of rules in 
similar sites [2]. If BN uses similar regulations on refund 
policy to Amazon, the acquired rules will also be similar to the 
rules of Amazon in their patterns. The lower-right part of Fig. 
2 shows a rule in the ontology generated from the rules of 
Amazon. It shows that the identified variables and values of 
the Web page can make a similar rule, as shown in the lower-
left part of Fig. 2. The ontology plays a role of rule summary. 
The referenced rule of Amazon and the newly generated rule 
of BN are different from each other, but the ontology can 
connect them by summarizing the patterns of rules, as shown 
in Fig. 2. 
 
In the previous study [3], a knowledge engineer could 
designate a target range for just one rule in the rule 
identification step so that the algorithm retrieved the most 
similar rule from the ontology by using a similarity measure. If 
there are ten rules in a Web page, the knowledge engineer 
should divide the area into ten ranges and repeat the rule 
selection step ten times. That is, there was no rule composition 
concept in the previous study. The objective of rule 
composition suggested in this paper is to retrieve a 
combination of similar rules for a given range and 
automatically assign variable instances to the rules. We expect 
that the burden on the knowledge engineer can be reduced 
compared to the previous study. 
 

 
Fig 2: An example of rule acquisition through ontology 

 

4.5 Semantic Matching 

Semantic matching is a type of ontology Matching technique 
that relies on semantic information encoded in light weight 
ontologies to identify nodes that are semantically related. 
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Given any two graph-like structures, like classifications, 
database or XML schemas and ontologies, matching is an 
operator that identifies those nodes in the two structures which 
semantically correspond to one another. For example, applied 
to file systems it can identify that a folder labeled “car” is 
semantically equivalent to another folder “automobile” 
because they are synonyms in English. This information can be 
taken from a linguistic resource like WordNet. 

Semantic matching represents a fundamental technique in 
many applications in areas such as resource discovery, data 
integration, data migration, query translation, peer to peer 
networks, agent communication, schema and ontology 
merging. It has been proposed as a valid solution to the 
semantic heterogeneity problem, namely managing the 
diversity in knowledge. Interoperability among people of 
different cultures and languages, having different viewpoints 
and using different terminology has always been a huge 
problem. Especially with the advent of the Web and the 
consequential information explosion, the problem seems to be 
emphasized. People face the concrete problems to retrieve, 
disambiguate and integrate information coming from a wide 
variety of sources. 

5. Conclusion 
In this paper, in order to provide each user with more relevant 
information, we proposed profile based web search using rule 
ontology to adapting search results according to each user’s 
information need. Our approach is novel in that it allows each 
user to perform a fine-grained search, which is not performed 
in typical search engines, by capturing changes in each user’s 
profile data. Rule is build based on user profile details, then the 
search result from engine is parsed based on this rule. The rule 
acquisition procedure consists of the rule component 
identification step and the rule composition step. And result is 
parsed and performed semantic matching and displayed to user 
according to the rule build up on user requirement. Only the 
information related to user profile will get displayed to the user 
and all other search results will be truncated. We believe that 
the technique proposed in this paper can be applied to 
situations where users require more relevant information to 
satisfy their information needs. 
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