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Abstract 

Most international organizations produce more information in a week than many people could read in a 

lifetime. Everyday hundreds of megabytes of data are distributed around the world, but it is no longer 

possible to monitor this increasingly rapid development – the growth is nearly exponential. So the basic 

problems with the management of the data are its high Dimensionality. Dimensionality reduction can also 

be seen as the process of deriving a set of degrees of freedom which can be used to reproduce most of the 

unpredictability. This work is about Dimensionality Reduction, which in turn is about converting data of 

very high dimensionality into data of much lower dimensionality such that each of the lower dimensions 

conveys much more information. 
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I. Introduction 

Data mining discovers description through 

clustering visualization, association, and 

sequential analysis. Clustering is a primary data 

description method in data mining which groups’ 

most similar data. Data clustering is a common 

technique for data analysis, which is used in many 

fields, including machine learning, data mining, 

pattern recognition, image analysis and 

bioinformatics.  The work in this thesis is related 

to clustering algorithm. So it becomes important 

to have an overview of the concept of clustering. 

Clustering is a division of data into groups of 

similar objects. Each group, called cluster, 

consists of objects that are similar between 

themselves and dissimilar to objects of other 

groups. Representing data by fewer clusters 

necessarily loses certain fine details (akin to lossy 

data compression), but achieves simplification. It 

represents many data objects by few clusters, and 

hence, it models data by its clusters. Data 

modeling puts clustering in a historical 

perspective rooted in mathematics, statistics, and 

numerical analysis. Clustering techniques fall into 

a group of undirected data mining tools. The goal 

of undirected data mining is to discover structure 

in the data as a whole. Clustering techniques are 

used for combining observed objects into clusters 

(groups), which satisfy two main criteria: Each 

group or cluster is homogeneous; objects that 

belong to the same group are similar to each other.  

Each group or cluster should be different from 

other clusters, that is, objects that belong to one 

cluster should be different from the objects of 

other clusters.  Clustering can be considered the 

most important unsupervised learning problem; 

so, as every other problem of this kind, it deals 

with finding a structure in a collection of 

unlabeled data. A loose definition of clustering 

could be “the process of organizing objects into 

groups whose members are similar in some way”. 

A cluster is therefore a collection of objects, 

which are “similar” between them and are 

“dissimilar” to the objects belonging to other 

clusters 

The organization of present paper is as follow. 

Section II presents the literature survey which 

highlights the facts of various researchers. Section 

III describes the methodology used for proposed 

work as in this paper ant colony optimization is 
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used. Result analysis is presented in section IV 

following the concluding remarks in section V. 

II. Literature review 

This section will provide the brief description and 

highlights the contribution, remarks and factors of 

the work done by the researchers. Many attempts 

have been made in the past to achieve 

minimization of mean square error & execution 

time. 

Jain, et. al, in  2010[L1] describes Organizing data 

into sensible groupings is one of the most 

fundamental modes of understanding and 

learning. The aim of clustering is to  find structure 

in data and is therefore exploratory in nature. 

Clustering has a long and rich history in a variety 

of scientific fields.  

Qinbao Song, et al , in “A Fast Clustering-Based 

Feature Subset Selection Algorithm for High 

Dimensional Data” 2013, the authers propose a 

feature selection involves identifying a subset of 

the most useful features that produces compatible 

results as the original entire set of features. The 

results, on 35 publicly available real-world high 

dimensional image, microarray, and text data, 

demonstrate that FAST not only produces smaller 

subsets of features In this paper, we have 

presented a novel clustering-based feature subset 

selection algorithm for high dimensional data.  

Shi Yu , et al in “Optimized Data Fusion for 

Kernel k-Means Clustering” presents a novel 

optimized kernel k-means algorithm (OKKC) to 

combine multiple data sources for clustering 

analysis. The algorithm uses an alternating 

minimization framework to optimize the cluster 

membership and kernel coefficients as a non-

convex problem. In the proposed algorithm, the 

problem to optimize the cluster membership and 

the problem to optimize the kernel coefficients are 

all based on the same Rayleigh quotient objective; 

therefore the proposed algorithm converges 

locally.  

Venkateswaran K., et al in “Change Detection in 

Synthetic Aperture Radar Images Using 

Contourlet Based Fusion and Kernel K-Means 

Clustering” presents change detection algorithms 

play a vital role in overseeing the transformations 

on the earth surface. In kernel K-means clustering, 

non-linear clustering is performed, as a result the 

false alarm rate is reduced and accuracy of the 

clustering process is enhanced. The aggregation of 

image fusion and kernel K-means clustering is 

seen to be more effective in detecting the changes 

than its preexistences. 

Dharmendra K Roy and Lokesh K Sharma in 

presented Clustering is one of the major data 

mining tasks and aims at grouping the data objects 

into meaningful classes (clusters) such that the 

similarity of objects within clusters is maximized, 

and the similarity of objects from different 

clusters is minimized. In this work, we have 

proposed a modified genetic k-means algorithm 

for finding a globally optimal partition of a given 

mixed numeric and categorical data into a 

specified number of clusters.  

Christos Boutsidis , et al in “Randomized 

Dimensionality Reduction for k-means 

Clustering” presented Dimensionality reduction 

encompasses the union of two approaches: feature 

selection and feature extraction. A feature 

selection based algorithm for k-means clustering 

selects a small subset of the input features and 

then applies k-means clustering on the selected 

features. A feature extraction based algorithm for 

k-means constructs a small set of new artificial 

features and then applies k-means clustering on 

the constructed features.  

Singaravelu.S, A.Sherin and S.Savitha in 

“Agglomerative Fuzzy K-Means Clustering 

Algorithm” present an agglomerative fuzzy K-

Means clustering algorithm for numerical data, an 

extension to the standard fuzzy K-Means 

algorithm by introducing a penalty term to the 

objective function to make the clustering process 

not sensitive to the initial cluster centers. In this 

paper, we have presented a new approach, called 

the agglomerative fuzzy K-Means clustering 

algorithm for numerical data to determine the 

number of clusters. The new approach minimizes 

the objective function, which is the sum of the 

objective function of the fuzzy k-mean and the 

43 
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entropy function. Our experimental results have 

shown the effectiveness of the proposed algorithm 

when different initial cluster centers were used 

and overlapping clusters are contained with data 

sets. 

V.S.V.S. MURTHY et al in “Content Based 

Image Retrieval using Hierarchical and K-Means 

Clustering Techniques” present an image retrieval 

system that takes an image as the input query and 

retrieves images based on image content. Content 

Based Image Retrieval is an approach for 

retrieving semantically-relevant images from an 

image database based on automatically-derived 

image features. Hierarchical clustering assists 

faster image retrieval and also allows the search 

for most relevant images in large Thus using 

hierarchical and K-Means techniques together not 

only facilitates the user not to overlook the image 

he may require but also to obtain accurate favored 

image results. 

This section has provided the brief review of the 

work done in past. It also highlighted the factors, 

contribution and remarks on the achievement. 

III. Frame Work for Implementation 

The main objectives of research work are,  To 

Collect High Dimensional data for analysis, 

Clustering high-dimensional data is the cluster 

analysis of data with anywhere from a few dozen 

to many thousands of dimensions.  

1. Randomly select ‘c’ cluster centers. 

2. Calculate the distance between each data point 

and cluster centers. 

3. Assign the data point to the cluster center 

whose distance from the cluster center is 

minimum of all the cluster centers.. 

4. Recalculate the new cluster center using:   

   (
 

  
)∑  

  

   

 

5. where, ‘ci’ represents the number of data 

points in ith cluster. 

6. Recalculate the distance between each data 

point and new obtained cluster centers. 

7. If no data point was reassigned then stop, 

otherwise repeat from step 3). 

8. Initialize dim array = size(data) 

9. For each row successfully clustered using K-

means,  

10. Find Cluster c to which the row r belong  

11. Dim[i] =c;  //the c cluster center can now 

represent all the data points 

12. // A, B, C .. with single value c 

13. Return Dim 

There’s another way to deal with clustering 

problems: a model-based approach, which 

consists in using certain models for clusters and 

attempting to optimize the fit between the data 

and the model. 

 

Fig 1 Example of Gaussian Mixture Model 

In practice, each cluster can be mathematically 

represented by a parametric distribution, like a 

Gaussian (continuous) or a Poisson (discrete). The 

entire data set is therefore modelled by 

a mixture of these distributions. An individual 

distribution used to model a specific cluster is 

often referred to as a component distribution.                                                    

A mixture model with high likelihood tends to 

have the following traits: component distributions 

have high “peaks” (data  in one cluster are tight); 

the mixture model “covers” the data well 

(dominant patterns in the data are captured by 

component distributions). 

Result Analysis 

MATLAB platform has been used to evaluate the 

results. Some assumptions are made to simulate 

the results as discussed The different parameters 

used in proposed work are given in table 1. The 

performance parameters are analyzed using 

MATLAB 2016a.  
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For dimensionality reduction various datasets 

have been taken for application, One such dataset 

is defined below, where only two dimensions 

exists specified in two columns namely  

A: Height of student(inches) 

B: Weight of Student (pounds) 

The dataset taken is normalized and realistic in 

nature, This data collection was designed to 

ascertain the nutritional status of students. These 

data supply information on students’ age, year of 

birth, height, and weight, state and county of birth, 

and state and county of residence. 

Table 1 Student Height and Weight Dataset 

Height Weight 

65 220 

73 160 

59 110 

61 120 

75 150 

67 240 

68 230 

70 220 

62 130 

66 210 

77 190 

75 180 

74 170 

70 210 

61 110 

58 100 

66 230 

59 120 

68 210 

61 130 

 

Table 2 Classified Student Height and Weight Dataset 

Height Weight 

Cluster 

ID 

65 220 1 

73 160 3 

59 110 0 

61 120 0 

75 150 3 

67 240 1 

68 230 2 

70 220 2 

62 130 0 

66 210 1 

77 190 3 

75 180 3 

74 170 3 

70 210 2 

61 110 0 

58 100 0 

66 230 1 

59 120 0 

68 210 2 

61 130 0 

 

Reduces Dimension of data can be elaborated in 

following way 

1 3 0 0 3 1 2 2 0 1 3 3 3 2 0 0 1 0 2 0 
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Fig .2 Importing Data Set From CSV file 

 
Fig 3  Reduced data set & time  Consumed 

Table.3 Classification of 150 records of different 

dataset with actual classes 

  Student 

Fisher's 

iris 

Image 

Segmentation 

Glass 

identification 

Time 15 15 18 36 

Classes 2 4 5 7 

 

 

Figure 5 Time vs Classes of different dataset with 

actual classes 

IV. Conclusion 

Dimensionality reduction can also be seen as the 

process of deriving a set of degrees of freedom 

which can be used to reproduce most of the 

unpredictability. Dimensionality Reduction is 

about converting data of very high dimensionality 

into data of much lower dimensionality such that 

each of the lower dimensions conveys much more 

information. 

This research work was about reducing N-

Dimensional datasets, this work adopted the 

infamous K-means the algorithm for the 

Dimensionality reduction of datasets. The 

algorithm can successfully reduce any numeric 

high dimensional dataset thus reducing the 

complexity of underlying data. The Algorithm can 

be repeatedly applied to multidimensional dataset 

to further reduce its dimensions 
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